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Abstract. Indeed, object classification is one of the most advanced
fields in computer vision today, and there are ongoing efforts to classify
datasets used in real-world industries, beyond just public experimental
data. Facial expression recognition is indeed one of the most prominent
examples of such tasks, closely related to the Human-Computer Interac-
tion (HCI) industry. Unfortunately, facial expression classification tasks
are often more challenging compared to classifying public benchmark
datasets. This paper aimed to address these challenges by mimicking
human facial expression recognition processes and proposed an atten-
tion network that leverages high-frequency components to recognize ex-
pressions, inspired by how humans perceive emotions. The presented
attention module vectorizes the singular value matrices of the query (the
high-frequency component of the 1-channel input tensor) and the key
(the 1-channel input tensor) and prepares a pairwise cross-correlation
matrix by performing an outer product between them to create the at-
tention scores. The correlation matrix is transformed into an attention
score by passing through a convolution layer and sigmoid function. After
that, it is used for element-wise multiplication with the value (input ten-
sor) to perform attention. This paper conducted experiments using the
ResNet18 and MobileNetV2 models along with the FER2013, JAFFE,
and CK+ datasets to demonstrate the significant impact of the proposed
attention module. The experimental results in this study have demon-
strated the effectiveness of the proposed attention network and suggest
its potential significance in real-time facial expression recognition tasks.

Keywords: Facial Expression Recognition · Spatial Attention Network
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1 Introduction

Image recognition (or classification) task is the most basic and important re-
search theme of computer vision. Efforts to employ artificial intelligence for ob-
ject recognition in images commenced in the 20th century and, as of 2024, have
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demonstrated superior accuracy compared to human performance [2, 3, 6, 8, 11,
23,26]. In recent times, endeavors have been undertaken to classify data from di-
verse industries beyond publicly available experimental datasets, such as CIFAR-
100 [12]. The representative example is facial expression recognition [4,5,7,17,22].
As the demand for Human-Computer Interaction (HCI) continues to rise, the
comprehension and recognition of facial expressions have emerged as pivotal
tasks for facilitating more natural interactions. However, upon examination of
the graph depicted in Fig. 1 below, it becomes evident that the task of recog-
nizing facial expressions using Convolutional Neural Network (CNN) is notably
challenging when contrasted with public experimental images. On the contrary,

Fig. 1: The graphs of illustration depict the comparison of difficulty between
CIFAR-100 classification and FER2013 classification.

humans can discern facial expressions significantly more effortlessly than neural
networks. Because the human can recognize the tiny differences in facial expres-
sions. This distinction signifies the variance between the orbicularis oculi muscle,
orbicularis oris muscle [18], and alterations in the regions of the eyes, nose, and
mouth. Hence, using just the difference of pixel values is insufficient to describe
the distinction. According to this paper [20], humans rely meaningfully on the
high-frequency components of facial images when classifying facial expressions.
The high frequency component of the face, Fig. 2(b), contains detailed informa-
tion that is effective in recognizing human facial expressions, such as eyes, nose,
mouth, and wrinkles. This image processing result can support the hypothesis
that humans use not only spatial domain information but also frequency domain
information to classify facial expressions. This paper conducted an extensive ex-
ploration of various research approaches aimed at adapting the human facial
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Fig. 2: This illustration represents the spatial frequency domain filtering result.
The face image is from CelebA dataset [13] and converted RGB to grayscale.

expression recognition process to CNN. Although there were many approaches
to induce the model to utilize specific information intensively, the most effec-
tive one was the attention mechanism [4, 19, 22, 27]. The attention mechanism
encourages the CNN to enhance the elements in its feature map tensor on the
part highly relevant to the query suggested by the network designer. This study
presents a simple attention network to emphasize the high-frequency components
in the feature map, aiming to enhance the performance of CNN in facial expres-
sion recognition tasks. It also demonstrates the effectiveness of the proposed
network by evaluating its contributions through FER2013 [9], JAFFE [15, 16],
and CK+ [14] datasets.

2 Related Work

The most crucial aspect of an Attention network lies in comprehending the
relationship between the query and the key. Various methodologies have been
studied to grasp this relationship. They can be categorized into the following
two groups.

– Explicit Method: The method for calculating the relationship through
direct mathematical operations (e.g. Dot Product) after converting query
and key data into a more manageable form such as Vector Embedding.

– Implicit Method: The method for calculating the relationship through an
additional neural network after concatenating (or Stacking) query and key
data.

Multi-head Attention [27], the most effective attention method in machine learn-
ing, is a representative example of the explicit method. Multi-head Attention [27]
generates attention scores by performing a dot product operation between spe-
cific query vectors and all preprocessed key data, following the transformation of
the vector-level embedded data into query, key, and value vectors. The explicit
method can represent the reason for the relation between the query and keys.
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Because it uses a mathematical approach to measure the correspondence. How-
ever, during vector-level embedding, the purity of the original data is decreased.
The human-made mathematical operation, such as dot product, has a limit to
represent the complex relationship. So explicit method has low representation
capacity. The well-known implicit methods are Seq2Seq+Attention [1] and Bot-
tleneck Attention Module (BAM) [19]. Seq2Seq+Attention [1] is designed for
natural language processing. This method treats the decoder state of the previ-
ous step to query and the encoder hidden state of all steps to key. It measures
the attention score with additional neural networks. BAM [19] also uses addi-
tional neural networks to calculate attention scores about the channel axis and
spatial axis. This attention network is designed to perform channel attention and
spatial attention within a deep convolutional neural network. Because of using
nonlinear neural networks, the implicit method has a high representation capac-
ity for relationships. However, the relationship-finding process is only dependent
on many hidden layers of the neural network. So, the attention network cannot
produce any evidence of a relationship. Therefore, the results of the implicit
method cannot be fully trusted. This paper has designed an attention network
by appropriately combining both explicit and implicit methods to selectively
leverage the advantages of each.

3 Proposed Method

In this chapter, a detailed description of the proposed attention network designed
to accentuate the high frequency components of the face within the feature
map is provided. In this paper, the feature map inputted into the attention
network before creating query and key was compressed into a single-channel
through pointwise convolution. This is because, as can be observed in Fig. 3,
the high-frequency components are quite similar across each channel, and thus,
there is no need to handle a multi-channel tensor while increasing computational
complexity. Therefore, before performing attention, this paper undergoes pre-

Fig. 3: The high pass filtering results of the 3-channel color image. HFC denotes
the high frequency component.

processing of the input tensor (x ∈ Rc×n×n) as shown in Eq. 1, where it is
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compressed through pointwise convolution.

x̃ = C1×1(x) (1)

Where C1×1(·) denotes pointwise convolution. For the query used in performing
attention, the high frequency component (hx̃) of a 1-channel tensor (x̃ ∈ Rn×n)
was selected. To obtain hx̃, x̃ is first mapped into the frequency domain through
Fourier transformation (F) as described in Eq. 2, followed by the execution of a
high pass filtering process.

x̃h = F{x̃}HHPF (2)

Where HHPF is high pass filter on frequency domain. Subsequently, by em-
ploying the inverse Fourier transformation (F−1) as in Eq. 3, hx̃ is obtained by
remapping it back into the spatial domain.

hx̃ = F−1{x̃h} (3)

It was decided to use x̃ as the key data. This paper attempted to obtain evidence
for the relationship between query and key through mathematical operations,
similar to explicit methods. In this case, the Kronecker product between two
tensors(e.g. A ∈ Rm×n, B ∈ Rp×q) is computed as shown in Eq. 4.

A⊗B =
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...

...
. . .

...
. . .
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am1b11 am1b12 · · · am1b1q · · · amnb11 amnb12 · · · amnb1q
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. . .

...
...

. . .
...

am1bp1 am1bp2 · · · am1bpq · · · amnbp1 amnbp2 · · · amnbpq


(4)

However, the Kronecker product between tensors required a significant amount of
memory. To perform the Kronecker product between tensors with a batch size of
32, 1-channel, and a resolution of 112×112, a memory requirement of 600.25GB
was needed. Therefore, this paper decided to approximate the process of creating
the pairwise cross-correlation matrix. To achieve a reliable approximation, an
investigation was conducted to determine which characteristics could effectively
represent the unique spatial information of the images. Various characteristics
were explored, and among them, this paper chose to utilize the singular values
of the images. When performing Singular Value Decomposition (SVD) on an
image, it can be represented as a combination of rank-1 matrices (uvT), obtained
through the outer product of the left singular vector (u) and the right singular
vector (v), as shown in Eq. 5.

I = UΣIV
T = σI

1u1v
T
1 + σI

2u2v
T
2 + · · ·σI

nunv
T
n (5)

In this context, the vectors are considered as column vectors, and σ1 represents
the largest singular value. The singular values (σ1 · · ·σn) of an image (I ∈ Rn×n)
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represent the contributions of each of the constituent elements (uvT) that make
up the image. Therefore, the singular values of an image can be interpreted as
important intrinsic information for representing the image in the spatial domain.
The Fig. 4 below has been included to aid in understanding the Singular Value
Decomposition (SVD) of images. In this paper, the characteristics of the singular

Fig. 4: The example process of singular value decomposition on grayscale image.

values of images are utilized to create a pairwise cross-correlation matrix by first
flattening singular value matrices of the high frequency component (Σh) and
the compressed tensor (Σx) , as shown in Eq. 6 and 7, and then applying vector
outer products as depicted in Eq. 8. Where vec(·) is vectorization operation.

Σ
′

h = vec(Σh) (6)

Σ
′

x = vec(Σx) (7)
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Σ
′

h ⊗Σ
′
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hΣ
′T
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n
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 (8)

The generated cross-correlation matrix is not used directly but rather passes
through a convolution layer and sigmoid function (fσ(·))as shown in Eq. 9.

a = fσ(C7×7(Σ
′

h ⊗Σ
′

x) (9)

The reason for passing through the convolution layer is to leverage the implicit
method’s approach, which involves generating an attention score matrix from
the cross-correlation matrix. In contrast to the traditional implicit approach,
which seeks to establish the relationship between query and key without any
evidence, this paper generates attention scores through the cross-correlation ma-
trix, providing concrete evidence for the relationship. The attention score matrix,
generated in this manner, undergoes broadcasting and is then subjected to an
elementwise product (⊙) with the value x, as represented in Eq. 10.

xrefined = a⊙ x (10)

Fig. 5: This illustration depicts entire process of proposed attention network.

4 Experiment

4.1 Dataset

FER2013: FER (Facial Expression Recognition) 2013 [9] is a dataset that
comprises grayscale images representing seven basic emotions: angry, disgust,
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fear, happy, sad, surprise, and neutral. Each image in the dataset has a resolution
of 48×48 pixels, and it consists of a substantial collection of 35,887 images in
total. The dataset contains facial expression data representing various races,
ages, and genders. Fig. 6 below illustrates examples from the FER2013 dataset.
In this experiment, 28,707 images were used as the training dataset, and 7,180
images were allocated for the test dataset. For all training using this dataset, a
batch size of 32 was configured.

Fig. 6: The example images of FER2013 dataset.

JAFFE: JAFFE (Japanese Female Facial Expression) [15,16] is a dataset con-
sisting of a total of 213 grayscale images. The dataset uses the following 7 basic
emotions as class labels: Angry, Disgust, Fear, Happy, Neutral, Sad, and Sur-
prise. In this experiment, 158 images were used as the training dataset, and 55
images were designated for the test dataset. For all training utilizing this dataset,
a batch size of 8 was configured. The Fig. 7 below represents examples from the
JAFFE dataset.

Fig. 7: The example images of JAFFE dataset.
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CK+: The CK+ (Extended Cohn-Kanade) dataset [14] comprises 593 sequences
and 123 subjects. In this experiment, the last 3 frames of each sequence were
used, resulting in a total of 981 images being utilized. This dataset employs 7
emotions (anger, contempt, disgust, fear, happy, sadness, and surprise) as class
labels. In this paper, 735 images were allocated for the training dataset, while
246 images were designated for the test dataset out of the 981 total images.
A batch size of 16 was utilized for all training using this dataset. Fig. 8 below
provides examples from the CK+ dataset.

Fig. 8: The example images of CK+ dataset.

4.2 Experimental Setup

Experimental Equipment: The experiment was conducted using the equip-
ment listed below.

– CPU: Intel(R) Core(TM) i9-10900X CPU @ 3.70GHz (1EA)
– GPU: NVIDIA Geforce RTX 3090 24GB VRAM (4EA)
– RAM: Samsung DDR4 32GB (6EA)

Train Setup: The models used in this experiment are ResNet18 [10] and Mo-
bileNetV2 [24]. In this experiment, all training images were upscaled to a resolu-
tion of 224x224 pixels before use. The loss function employed in this experiment
was cross-entropy, and the number of training epochs was fixed at 100 for all
experiments. The initial learning rate was assigned differently for each model.
ResNet18 was set to an initial learning rate of 1e-4 for all datasets, including
FER2013, JAFFE, and CK+. On the other hand, MobileNetV2 was configured
with a learning rate of 1e-4 for FER2013 and 1e-3 for both JAFFE and CK+.
The learning rate scheduler employed the “ReduceLROnPlateau” provided by
PyTorch [21]. It updated the learning rate to 0.3 times its previous value when
the validation loss did not decrease continuously for 5 epochs. ResNet18 has five
big convolution block (64-channel, 64-channel, 128-channel, 256-channel, and
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512-channel). The attention modules are attached between each big convolution
block. It means that 4 modules are used for ResNet18. MobileNetV2 has 8 big
convolution block (32-channel, 16-channel, 24-channel, 32-channel, 64-channel,
96-channel, 160-channel, and 320-channel) and one pointwise convolution (1280-
channel). The attention modules are attached between each big convolution
block. In other words, the 7 attention modules are used for MobileNetV2.

4.3 Ablation Study

In this section, the results of the verification of whether high frequency com-
ponents can indeed provide meaningful assistance in performing attention are
presented. The control groups were prepared as follows: (1) Vanilla ResNet18,
(2) when the query of the attention module was provided with the high fre-
quency component (HFC), (3) when the query of the attention module was pro-
vided with the low frequency component (LFC), (4) when both HFC and LFC
were used as separate queries, and (5) when the additional cross-correlation ma-
trix between LFC and HFC was used. In the case of control group (4), both
the cross-correlation matrices obtained by using HFC and LFC as queries were
concatenated, and the resulting matrix passed through a convolutional layer.
Control group (5) further concatenated the cross-correlation matrix obtained
by providing HFC as the query and LFC as the key to the result of control
group (4). Subsequently, the combined matrix was passed through a convolu-
tional layer. The following Table 1 presents the results of the ablation study.
Looking at Table 1, it is evident that providing LFC as the query results in a

Table 1: Ablation study results with ResNet18 and CK+.
Model Best Epoch Accuracy (%) @ Best Epoch

ResNet18 100 86.9
ResNet18 + HFC 41 92.31 (+5.41)

ResNet18 + LFC 17 86.88 (-0.02)
ResNet18 + (HFC, LFC) 38 91.7 (+4.8)

ResNet18 + (HFC, LFC, HL) 19 87.73 (+0.83)

decrease in performance compared to the vanilla model. When both LFC and
HFC were used simultaneously, the accuracy increased compared to the Vanilla
model. However, it showed lower performance compared to when HFC alone was
used. These research results support the argument presented in this paper that
providing HFC as the query improves classification performance. Furthermore, it
can be observed that providing LFC as the query actually has a negative impact
on performance.
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4.4 Comparison

In this section, we verify whether the attention network proposed in this pa-
per has a beneficial impact on ResNet18 and MobileNetV2 using the FER2013,
JAFFE, and CK+ datasets. Furthermore, we compare its performance with the
existing implicit method, BAM (Bottleneck Attention Module) [19]. All perfor-
mance comparisons are conducted based on the models that achieved the highest
validation accuracy among the entire 100 epochs. Through Table 2, it can be

Table 2: Comparison results about ResNet18, MobileNetV2, BAM, and ours
with FER2013, JAFFE, and CK+ datasets.
Dataset Model Param. Best Epoch Accuracy (%) @ Best Epoch

Classes Angry Disgust Fear Happy Neutral Sad Surprise Average

FER2013

ResNet18 11.17M 100 56.98 47.45 43.36 82.19 61.48 46.19 78.94 59.56
ResNet18 + BAM 11.198M (+23,808) 30 52.71 54.05 45.7 81.29 61.15 51.16 76.41 60.35 (+0.79)
ResNet18 + Ours 11.17M (+708) 90 54.18 54.05 41.6 81.62 59.53 54.05 77.98 60.43 (+0.87)

MobileNetV2 2.23M 100 41.75 54.05 38.77 80.61 58.16 46.11 73.16 56.09
MobilNetV2 + BAM 2.24M (+11,192) 38 46.76 54.05 42.29 81.12 56.61 41.38 73.77 56.56 (+0.47)
MobileNetV2 + Ours 2.23M (+767) 57 50.87 53.15 40.82 80.05 48.74 52.13 73.41 57.02 (+0.93)

Classes Angry Disgust Fear Happy Neutral Sad Surprise Average

JAFFE

ResNet18 11.17M 100 100 85.71 100 87.5 100 100 100 96.17
ResNet18 + BAM 11.198M (+23,808) 30 87.5 100 100 87.5 100 100 100 96.43 (+0.26)
ResNet18 + Ours 11.17M (+708) 31 75 100 100 87.5 100 100 100 94.64 (-1.53)

MobileNetV2 2.23M 100 50 71.43 62.5 87.5 87.5 62.5 62.5 69.13
MobilNetV2 + BAM 2.24M (+11,192) 67 75 71.43 75 75 87.5 75 75 76.28 (+7.15)
MobileNetV2 + Ours 2.23M (+767) 32 87.5 42.86 50 75 87.5 87.5 87.5 73.98 (+4.85)

Classes Anger Contempt Disgust Fear Happy Sadness Surprise Average

CK+

ResNet18 11.17M 100 76.47 100 100 84.21 100 47.62 100 86.9
ResNet18 + BAM 11.198M (+23,808) 45 82.35 100 93.18 73.68 98.08 85.71 100 90.43 (+3.53)
ResNet18 + Ours 11.17M (+708) 41 79.41 100 93.18 89.47 100 85.71 100 92.31 (+5.41)

MobileNetV2 2.23M 100 58.52 100 90.91 63.16 98.08 52.38 98.39 80.25
MobilNetV2 + BAM 2.24M (+11,192) 87 76.47 100 100 94.74 94.23 57.14 95.16 88.25 (+8)
MobileNetV2 + Ours 2.23M (+11,192) 50 73.53 100 93.18 84.21 100 85.71 88.71 89.34 (+9.09)

observed that the attention network proposed in this paper generally enhances
the facial expression classification performance of ResNet18 and MobileNetV2.
Especially in the case of FER2013 and CK+, it outperforms the traditional
implicit method, BAM, in terms of performance. In the JAFFE dataset, while
MobileNetV2 exhibited significant performance improvement, it was observed
that ResNet18, on the contrary, experienced a decrease in performance. This
could be interpreted as occurring due to overfitting caused by the small size of
the dataset. However, in situations where the dataset is abundant, it can be ob-
served that the performance of the Vanilla model is significantly improved, and
it outperforms BAM, demonstrating superior performance. Furthermore, com-
pared to BAM, the increase in parameters is minimal, which raises expectations
for its effective use in real-time inference tasks for facial expression recognition.
The following Fig. 9 shows the Grad-CAM (Gradient-weighted Class Activation
Mapping) [25]extracted for Vanilla MobileNetV2 and MobileNetV2 with the at-
tention network proposed in this paper, both trained on the CK+ dataset. By
examining the figure, it can be observed that the model with the added atten-
tion network extracts more generalized features from the dataset compared to
the conventional MobileNetV2. Using Contempt as an example, CK+ Contempt
images commonly exhibit wrinkles around the mouth area. Vanilla MobileNetV2
tends to focus more on the eyes rather than these common features. However, in



12 Seongmin Kim and Kanghyun Jo

Fig. 9: This illustration represents the Grad-CAM of vanilla MobileNetV2 and
ours. All the facial expression images are sourced from the CK+ dataset.

the model with the added attention network, it is evident that it concentrates
more on the wrinkles around the mouth area. This paper attributed this phe-
nomenon to the attention network’s ability to highlight information inherent in
HFC, such as wrinkles around the mouth and changes in lip shapes, which are
essential for recognizing facial expressions within the feature map. In addition,
it can be interpreted that the performance of the model has also improved due
to the utilization of a feature map in which information necessary for emotion
recognition is highlighted.

5 Conclusion

This paper introduced an attention network that encourages the utilization of
high-frequency components to emulate the human process of recognizing facial
expressions, aiming to enhance the facial expression recognition rate of CNN. The
presented attention network combined the explicit method of mathematically
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calculating the relationship between query and key with the implicit method of
calculation through a neural network. Rather than simply inputting query and
key into a neural network, the paper first calculated the mathematical relation-
ship between query and key, using this as evidence to guide the neural network in
computing the attention score. To efficiently operate the attention network, this
paper compressed the input feature map into a 1-channel tensor. Furthermore,
instead of computing pixel-wise pairwise cross-correlation matrices, this paper
vectorized the singular value matrices of query and key, performing outer product
operations to create pairwise cross-correlation matrices. The attention network
proposed in this study significantly improved the performance of ResNet18 and
MobileNetV2 models trained on the FER2013, JAFFE, and CK+ datasets. Fur-
thermore, compared to the existing implicit method, BAM, it generally demon-
strated superior performance in most scenarios. And, the increase in the number
of parameters was much smaller compared to BAM. The attention network pro-
posed in this paper is expected to provide meaningful assistance in tasks that
require real-time facial expression recognition.
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