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Abstract: The facial expression emphasizes a predictive facial gesture widely used for emotion recognition. The pan-
demic situation encourages the demand for the use of masks in specific areas, urging a challenge from a facial analysis
method to accurately predict limited facial features. Practical applications demand a classification system that operates
quickly. This paper proposes an accurate real-time facial expression recognition for masked faces. It offers an efficient
backbone that improves from MobileNetV2, which drives the model to generate parameters and less computation. The
represented context module is introduced to capture the attention of interest information and highlight features globally
without placing a significant computational burden. In order to emphasize a reliable classification system in real applica-
tions, it proposes the development of a masked facial expression dataset, namely M-KDEF. The experimental results show
that the facial expression classifier performs compared to other methods with an accuracy of 96.99% on the M-KDEF and
87.14% on the M-LFW dataset. It also examines the speed of the integrated system that obtains a data processing speed
of 61.30 frames per second on the CPU.
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1. INTRODUCTION

Facial expression recognition (FER) is a cognitive
method to identify the facial gesture representing human
feeling. This method tends to recognize the distinctive
facial features that describe facial emotions [1]. The
uniqueness of each of these expressions facilitates an ap-
proach to paying more attention to facial regions for pre-
dictive decisions. The facial analysis methods’ challenge
is encouraging a vision system to predict accurately. One
of them is the masked occlusion used, which provides
limited information on facial features.

In a pandemic situation, industrial and medical places
require faces to wear masks [2]. Therefore, the need for
a masked facial expression recognition system becomes
a crucial issue by testing a classification system to work
accurately, which minimizes prediction errors. This chal-
lenge offers a partially covered face view. In general,
masks ignore essential information on the mouth, cheeks,
and nose. However, these features provide crucial infor-
mation that supports the predictive stage for facial ex-
pression work. Expressions of happiness, surprise, fear,
and disgust display distinctive gestures on these facial el-
ements [3]. Therefore, some studies are constrained by
achieving low accuracy due to the high rate of false posi-
tives [4], [5], [6].

The Convolutional Neural Network method has shown
robust results for extracting important features [7]. This
approach utilizes weighted kernels to filter information
from the spatial area for each input feature map. The per-
formance gradient updates the kernel weight and drives
the network to produce a minimal loss score. The perfor-
mance of this method makes it possible to get feature ex-
traction with proper quality even though some objects are
occluded [8]. Therefore, the work of this paper applies

CNN as a feature extraction that accurately discriminates
limited features to improve predictive performance. In
addition, an attention module can help a deep learning
network to obtain global relationships from a set of spa-
tial regions [9]. It can improve network performance
by capturing essential features and reducing trivial fea-
tures. The global-based Attention module can capture a
wide range of information and find feature relationships
by generating similarity maps from all spatial positions.

The superiority of CNN in extracting information is
not balanced with its efficiency factor. It weakens a deep
learning method to be implemented on low-cost devices.
Even robotic devices use CPUs to process their support-
ing instruments [10]. It illustrates that practical applica-
tions require a vision system to operate smoothly in real-
time. Therefore, the work of this paper builds a vision
system to recognize masked facial expressions using an
efficient architecture. It applies a shallow convolution
layer while maintaining its accuracy. To improve pre-
diction accuracy, it proposes a represented global context
module that can capture specific features globally.

Based on the previously mentioned problems, the ma-
jor contributions of this paper are as follows:

1. A slim backbone architecture is improved from Mo-
bileNetV2 that efficiently extracts and discriminates the
limited facial feature using an inverted residual block.
2. A represented global context module is presented to
highlight the specific facial element and pays great at-
tention to essential features that increase prediction accu-
racy.
3. The recognition system achieves high performance
and to other methods. It can perform at a real-time pro-
cessing speed of 204 FPS on a CPU-based device.
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Table 1.: Evaluation of the proposed model on M-LFW and M-KEF datasets

Dataset Model Accuracy (%) GFLOPS Parameters
VGG19 65.42 19.7G 144M
MobileNetV2 67.18 0.3G 3.5M
ResNet50 69.92 25.7G 4.3M
ViT [17] 76.23 17.6G 86.7M
RAN [18] 79.20 15.3G 12.5M
ACNN [19] 82.53 18.1G 157M
OADN [20] 84.21 11.5G 87M
Yang et al 2021 [8] 87.92 - -
Yang et al 2022 [21] 90.31 5.3G 23.5M

M-LFW

Proposed Slim + RGC 87.14 0.019G 756K
MobilenetV1 95.48 0.049G 3.2M
MobilenetV2 93.93 0.03G 2.3M
MobileNetV3 93.03 0.04G 5.1M
ShuffleNetV1 88.30 0.015G 973K
ShufflenetV2 90.74 0.055G 4.0M
VGG16 53.53 1.41G 14.7M
ResNet18 82.63 0.065G 11.2M
GhostNet 94.84 0.02G 3.9M
Proposed Slim 94.90 0.016G 376K

M-KDEF

Proposed Slim + RGC 96.99 0.019G 756K

Table 2.: Comparison of runtime efficiency

Model ACC (%) on M-KDEF Parameters GFLOPS FPS classication FPS integrated
MobilenetV1 95.48 3,236,039 0.04871 168.15 57.19
MobilenetV2 93.93 2,266,951 0.03391 124.64 51.72
MobileNetV3 93.03 5,127,839 0.04045 110.38 48.51
ShuffleNetV1 88.30 973,567 0.01531 192.20 60.15
ShufflenetV2 90.74 4,025,915 0.05459 109.54 48.19
VGG16 53.53 14,718,279 1.41 78.04 41.69
ResNet18 82.63 11,198,919 0.06506 123.35 51.08
GhostNet 94.84 3,918,680 0.0215 123.12 50.60
Proposed Model 96.99 756,447 0.01914 203.73 61.30

4. EXPERIMENTAL RESULTS

This section evaluates the slim architecture on masked
facial expression datasets. Additionally, it examined the
processing data speed, which was tested on a CPU device
and compared to other architectures.

4.1 Ablative Study
The proposed masked facial emotion recognition uses

a slim backbone that efficiently extracts distinctive fea-
tures. This module helps the whole system operate
at real-time speed without significantly reducing accu-
racy. Experimental results show that this module achieves
94.40% on the M-KDEF dataset with 376K parameters.
It also generates a small computational power, resulting
in 0.016 GFLOPS. The following observation shows an
improvement in accuracy when implementing the Rep-
resented Global Context Module. It increases the accu-
racy by 2.09% on the M-KDEF dataset while increasing
the parameters by 380K. In addition, the impact of using
this module is a slight increase in computational usage of
3MFLOPS. The complete experiment is shown in Table

1.
The proposed backbone was also investigated compre-

hensively to determine the influential facial features for
classifying masked facial emotions. This evaluation eval-
uates the determination of essential elements by applying
the Grad-CAM technique to find a heat map. Fig 5 shows
that our model avoids the mask component and focuses
on the upper face area. The eyes, eyebrows, and Forehead
are the features of concern from the proposed network.

4.2 Evaluation on Datasets

4.2.1 M-LFW

This dataset represents masked faces taken from an
LFW face recognition dataset. This mask dataset pro-
vides fewer categories than a typical facial expression
dataset. The proposed model was trained and evaluated
on this dataset and compared its performance with pre-
vious models and work. Our model achieved 87.34%,
which outperformed ACNN and other methods below it,
as shown in Table 1. However, the accuracy of the pro-
posed model is lower than Yang et al. [21] as the leading
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Fig. 6.: System integration testing on real-world scenarios in 640 x 480 resolution using a webcam.

competitor. It differs by 3.18 %, but our model signifi-
cantly produces lighter parameters and computation. The
confusion matrix in Fig. 4 (b) presents that the positive
category obtained a higher true positive score than the
other classes. On the other hand, our model achieves a
prediction error of 13.5% when predicting negative as the
neutral class.

4.2.2 M-KDEF
This dataset is a modification of the KDEF dataset

by implementing a mask on the face area. It also pro-
vides seven basic facial emotion categories commonly
used in facial expression datasets. We applied 10-fold
to the training process using cross-validation to create a
fair evaluation. The experimental results show that the
proposed module achieves 96.99% on the dataset out-
performing MobileNetV1 and other models. Table 1
shows that the proposed module obtains the highest per-
formance of the Benchmark mobile model. The proposed
model also has the added value of high-cost efficiency.
The confusion matrix in Fig. 4 (a) shows that the surprise
category has a higher true positive value than other ex-
pression classes. On the other hand, our model achieves
the highest false prediction of 1% when predicting fear as
sadness and surprise classes.

4.3 Runtime Performance on CPU
Model speed testing obtains the capability of a method

in practical application issues. This observation high-
lights the efficiency value by focusing on implementing
a low-cost device. Furthermore, the application issue
weakens the deep learning model that tends to operate
slowly on low-cost devices reducing the method’s appli-
cability to real-world cases. The proposed model has
evaluated the efficiency by measuring the CPU speed on a
PC Desktop using Intel Core i7-6700T CPU @2.80GHz
with 16 GB RAM. The results shown in Table II demon-
strate that the proposed classification model can operate
fast on this device by 203.73 FPS. Moreover, it is sup-
ported by a high-efficiency level with a number of pa-
rameters and computational complexity of 756,447 and
0.019, respectively. The proposed model is integrated
with an ACETRON face detector to measure its capabil-
ities in real-world scenarios. We install the classification

model at the end of the whole model after acquiring the
face regions generated by face detection. This integrated
model obtained a speed of 61.30 FPS which is faster than
the integrated mobile benchmark model. It differs by 1
FPS from ShuffleNetV1, which is slower than the pro-
posed recognition system. Qualitative results in Fig 6
show that the proposed system can recognize facial ex-
pressions even when covered by a mask. This simulation
uses the M-KDEF knowledge, which has data on pose
variation and balance in the number of each class.

The proposed deep learning model can identify facial
expressions covered by masks by focusing on the upper
part of the face. Based on the ablation study, our model
focuses on the eye, eyebrow, and chin areas to recognize
facial emotions. The slim backbone module and efficient
attention blocks satisfactorily extract these features re-
sulting in accurate predictions. On the other hand, the
proposed model does not impose a significant burden on
parameters and computation. Thus it builds a lightweight
model and friendly network on low-cost devices.

5. CONCLUSION

This paper presents a lightweight architecture to rec-
ognize masked facial expressions using the CNN method.
It focuses on improving the accuracy and efficiency of the
implementation on a CPU device. The proposed archi-
tecture has a slim backbone and represents a global con-
text module. Inverted residual is used in the backbone
to extract spatial information rapidly. While represented
global context is offered to capture the important feature
in a wide range of relationships. The masked face encour-
ages our model to decide the critical information is the
upper face. As a result, the proposed model classification
achieves a competitive accuracy when compared with the
previous method and the mobile benchmark model. Ad-
ditionally, the integrated model with face detection ob-
tains the fastest processing data speed compared to mo-
bile architecture, which achieves 61.30 FPS on an Intel
Core i7-6700T CPU. A combination of loss functions can
improve prediction performance without reducing its ef-
ficiency, which is the further work of this study.
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