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Abstract: In this study, we demonstrate semi-supervised vehicle detection based on domain adaptation according to the
camera viewpoint. Since it is difficult to collect a large amount of data for training, datasets for object detection such as
COCO and Pascal VOC are pre-trained and provided as a model. The presented dataset is primarily composed of images
captured at eye level, which can result in differences in detection performance depending on changes in camera viewpoint.
The collected drone data consists mostly of vehicles captured while filming roads with a drone. Additionally, the captured
images show the top surface of the vehicle from a bird’s eye view, which differs from images captured at eye level. The
teacher-student framework is widely studied for improving the effective performance in semi-supervised object detection.
The teacher model is trained using annotated drone data, while the student model generates pseudo-labels in the absence
of annotation information. These pseudo-labels are generated using a model trained on COCO or Pascal VOC datasets
from different viewpoints than the drone. Using the Efficient Teacher model employed in SSOD, the study adapts drone-
view data captured from a bird’s eye perspective to improve learning performance. Transfer learning with data trained on

COCO-standard and VOC datasets in the experiment shows improved results compared to previous experiments.
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1. INTRODUCTION

Ongoing research in object detection [1-3] has led
to significant performance improvements, primarily
through supervised learning based on large amounts of
annotated data. However, developing object detection
models for specific tasks on a limited budget requires
a cost-effective solution. Semi-supervised object detec-
tion (SSOD) proposes a teacher-student model that en-
hances learning performance with a small amount of data.
By adopting unlabeled data [4] to generate pseudo-labels
with ambiguous object position and class information,
the student model is trained. The gradually improving
pseudo-labels are leveraged to improve object detection
performance. This training strategy reduces the cost of
manual annotation while improving performance. Cur-
rently, SSOD is based on the Two-stage model Faster R-
CNN [2], and many studies [5, 6, ?,6] are focusing on
this approach. This model is advantageous for gener-
ating high-quality pseudo-labels through a separate net-
work that guesses the arbitrary object position and multi-
stage layers. In contrast, research on one-stage based
SSOD is limited, but studies utilizing You Only Look
Once (YOLO) series [7-9], which are dense prediction
and anchor-based detectors, are more effective than Two-
stage. One of issues for SSOD, pseudo-label inconsis-
tency is a persistent issue in these models. Pseudo-labels
are produced by using the student model trained with la-
beled data to extract the position and class of an arbi-
trary object from unlabeled data. The pseudo-label is
then combined with ground-truth bounding boxes used
in teacher model training. Therefore, producing high-
quality pseudo-labels plays a crucial role in performance.
Advancements in technology have made it possible to
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Fig. 1: First row is a dataset from COCO dataset and the
second row is a collected drone dataset. Between datasets
it is a different perspective view.

collect rich images from a bird’s-eye view, such as with
cameras attached to drones. This allows for the devel-
opment of applications in various fields. This change in
viewpoint has the potential to improve object detection
performance by providing information about the top and
side views of objects. Based on the aforementioned dis-
cussion, the goal of this study is to verify the detection
performance of vehicles using drone flight images that
are adapted to changes in viewpoint.

2. PROPOSED METHOD

2.1. Efficient Teacher

Efficient Teacher [10] constructs an SSOD framework
using the YOLOVS one-stage model. YOLOvS gener-
ates high-density predictions, demonstrating better per-
formance and speed than conventional two-stage models.
The efficient teacher overcomes the challenge of generat-
ing low-quality pseudo labels in SSOD using the Pseudo
Label Assigner method. The paper proposes two thresh-
old values, high and low, for the pseudo label score (7
and 7o, respectively) to more precisely select high-quality



pseudo labels. Additionally, the paper reduces the num-
ber of parameters by changing the output of FPN from 5
to 3 using Dense Detector on the ResNet-50-FPN back-
bone. The objectness score is added to determine the
presence of an object in the generated pseudo label of
the bounding box.

2.2. Domain Adaption

Currently, the commonly used datasets for training ob-
ject detection models are COCO and VOC, which mainly
consist of images captured at the human eye level. How-
ever, these datasets show low detection rates for images
with no distribution in the data used for training or im-
ages with different viewpoints, such as top-down views
of objects. To improve performance in adapting to var-
ious viewpoint changes, the drone dataset D captured
from a bird’s eye view is used for training. D defines
the drone data domain, where x is the data that exists in
the domain, and P(z) is the probability distribution for
the data x, defined as D(x, P(x)). The distribution of
high-quality pseudo-labels generated from unlabelled im-
ages and the teacher model is learned using the Gradient
Reverse Layer [11] to distinguish difficult-to-distinguish
data from the prediction distribution generated by the stu-
dent model trained on labeled images.

3. EXPERIMENT

Configuration Details: The images used in the learn-

ing process were resized to 960x960. A learning rate of
0.001 is utilized, and the optimizer employed is Adam.
Focal loss is chosen as the loss function. Four NVIDIA
A100 GPUs, each with 40GB of memory, are used, with
a batch size of 8.
The collected drone video contains 15,878 frames, and
the proposed classes include five categories: person, car,
truck, bus, and motorcycle. Semi-supervised object de-
tection typically evaluates performance on five different
data conditions. As shown in Table 1, the dataset is di-
vided into labeled and unlabeled sets, and the quantity of
labeled data used for training is varied at 1%, 2%, 5%,
and 10% of the entire dataset. Additionally, experiments
are conducted with 30% and 50% of labeled data.

Table 1: Drone train and test dataset for vehicle state clas-
sification

Dataset | Label data | Unlabel data | Val
1% 127 12,576 3,175
2% 254 12,449 3,175
5% 635 12,068 3,175

10% 1,270 11,433 3,175
30% 4,763 11,115 3,175
50% 7,939 7,939 3,175

4. CONCLUSION

The ongoing project focuses on semi-supervised ve-
hicle detection using a domain adaptation-based bird’s

eye view drone dataset. The collected drone dataset is
divided into labeled and unlabeled data, and the project
analyzes the detailed experimental results and semantic
evaluations of the proposed domain adaptation method
and experimental strategy.
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