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Abstract—Detecting the objects in images is a fundamental and
crucial research field in computer vision, aiming to locate and
classify objects in images. Applying object detection to drones
offers numerous advantages. However, to achieve this, the light-
weight algorithm is mandatory to operate in real-time on low-cost
devices such as Lattepanda and Jetson Nano. In this paper, we
propose the YOLOv5 Network with the incorporation of Efficient
Residual Bottleneck and DANet. The Efficient Residual Bottle-
neck can decrease the parameters, making the model lightweight
and reducing computational complexity. DANet emphasizes im-
portant image features while suppressing noise and unnecessary
information, thereby improving object detection performance. We
trained our model on the VisDrone dataset, and compared to
YOLOv5, the proposed model achieved approximately a 12%
improvement in mAP (mean Average Precision) with an mAP
value of 22.8, while reducing the number of parameters by
approximately 55% to 3,897,433.

Index Terms—Computer Vision, Object Detection, Attention
Module, Low-cost Device, Drone Vision

I. INTRODUCTION

A drone is an Unmanned Aerial Vehicle (UAV) that is oper-
ated through computers or remote control. Drone technology
is continuously advancing and being utilized in various fields.
Drone technology refers to the capability of unmanned aircraft
to perform flights without onboard human pilots. Drones are
used for a wide range of purposes and offer high mobility,
detection, collection, and communication capabilities. Due
to their small size and aerial maneuverability, drones find
applications in diverse fields. In recent times, drones have
become extensively used for aerial cinematography. Equipped
with high-resolution cameras and gimbal stabilization systems,
drones are employed in movie and advertising productions.
Additionally, drones have opened up possibilities for capturing
footage in previously inaccessible locations with limited hu-
man presence, making them crucial in industrial applications.

They are commonly employed for video and photo capturing
and are widely utilized in industries such as news, film, and
advertising. Furthermore, drones are utilized for exploration
in hazardous areas, disaster site investigations, agriculture,
and environmental monitoring. Drone technology continues to
evolve with advancements in autonomous flight, long-range
capabilities, and battery life improvement. These developments
expand the range of applications for drones, and they are
expected to be increasingly utilized in various fields. For
example, in industrial settings, drones are used for precise
inspections and monitoring tasks, supplementing hazardous
tasks and addressing labor shortages. In agriculture, drones
are utilized to assess crop conditions and analyze the growth
environment, making it easier to manage crops.

Drone Vision refers to the technology that analyzes and
interprets the images collected by drones during flight. It
is closely related to Computer Vision technology. Computer
Vision is a field that enables computers to understand and
interpret images using machine learning, pattern recognition,
and image processing techniques. Computer Vision technol-
ogy can perform various tasks such as object classification,
detection, tracking, and segmentation. Drone Vision applies
these Computer Vision techniques to drones, enabling real-
time analysis of images during drone flights. Drones acquire
visual information about the surrounding environment through
onboard cameras or other sensors and process the images
using Computer Vision technology. Drone Vision is utilized
in various applications. For example, when performing terrain
monitoring using drones, Drone Vision technology can be
used to detect and analyze changes or damage in the terrain.
Additionally, Drone Vision technology is useful in monitoring
crop growth in agricultural fields or inspecting progress at road
and construction sites using drones. Drone Vision is a field

20
23

 In
te

rn
at

io
na

l W
or

ks
ho

p 
on

 In
te

lli
ge

nt
 S

ys
te

m
s (

IW
IS

) |
 9

79
-8

-3
50

3-
05

04
-3

/2
3/

$3
1.

00
 ©

20
23

 IE
EE

 |
 D

O
I: 

10
.1

10
9/

IW
IS

58
78

9.
20

23
.1

02
84

59
2

Authorized licensed use limited to: University of Ulsan. Downloaded on December 15,2023 at 06:20:13 UTC from IEEE Xplore.  Restrictions apply. 



within Computer Vision that utilizes image processing, pattern
recognition, deep learning, and other techniques to enable
drones to effectively perceive the environment and understand
the situation. This allows drones to perform tasks such as
autonomous flight, object detection and tracking, and terrain
monitoring effectively.

II. RELATED WORK

A. Convolutional Neural Network

CNN(Convolutional Neural Network) is one of the types of
ANN(artificial neural networks) widely used for image pro-
cessing and computer vision tasks. CNN extracts features from
input images through convolutional and pooling operations
and performs tasks such as object detection, classification,
and segmentation based on these features. YOLOv5 [1] is an
object detection algorithm based on CNN, which stands for
”You Only Look Once”. YOLOv5 utilizes a one-stage neural
network architecture to detect the position and class of objects
in real-time. YOLOv5 consists of Backbone, Neck, and Head,
where the backbone network is in charge of extracting features
from input images.

YOLOv5, based on CNN, performs object detection tasks
with the backbone network using CSPDarknet53. This net-
work can handle inputs of various sizes and resolutions. The
neck combines and adjusts feature maps of different sizes
to improve object detection performance. In the head part,
predictions for object classes and bounding boxes are made
for each grid cell.

YOLOv5 is a lightweight CNN architecture suitable for
real-time object detection. It can effectively detect objects
of various sizes and offers flexibility to balance performance
and accuracy. YOLOv5 is based on CNN technology and is
commonly used when high accuracy and real-time processing
are required for object detection tasks.

B. C3 Layer

The C3 layer in YOLOv5 is a component of the net-
work’s backbone. C3 is used in the CSPDarknet53 (backbone
network) and is responsible for combining feature maps of
different sizes based on the depth of the network. The C3 layer
is an effective method for reducing or increasing the size of
feature maps in the network. To achieve this, the C3 layer
alternates between 1x1 convolutions and 3x3 convolutions to
generate feature maps of various sizes. This configuration
helps balance the efficiency and performance of the network.
The operation of the C3 layer is as follows:

The input feature map is dimensionally reduced using a
1x1 convolution, generating feature maps of different sizes.
The feature map reduced by the 1x1 convolution is then
processed by a 3x3 convolution. This step captures features
of various scales while preserving spatial information. The
1x1 and 3x3 convolutions are applied alternately multiple
times. This allows the combination of feature maps of different
sizes, effectively capturing the varied sizes and features of
objects. The C3 layer is used in the CSPDarknet53 backbone
network and is effectively applied to object detection tasks

in YOLOv5. The C3 layer flexibly handles feature maps of
different sizes and improves the accuracy of object detection.
This enables YOLOv5 to provide performance in effectively
detecting objects of various sizes.

C. Path Aggregation Network

PANet (Path Aggregation Network) is a neck structure used
in YOLOv5. The neck combines and adjusts feature maps of
various sizes to improve the object detection performance.
PANet consists of top-down and bottom-up pathway. The
bottom-up pathway is responsible for generating feature maps
of different sizes. This pathway extracts feature maps of
various scales from a given input image, where smaller feature
maps capture contextual information from a wider area and
larger feature maps capture more detailed object information.
The top-down pathway starts with smaller feature maps and
gradually moves to larger-sized feature maps. This pathway
utilizes higher-level features generated from smaller feature
maps to enhance the fine-grained details of objects. PANet
flexibly handles feature maps of different sizes, improves the
accuracy of object detection, and is designed to effectively
capture the size and features of objects. It contributes to
achieving high performance and accuracy in YOLOv5.

III. PROPOSED METHOD

It is necessary to reduce the parameter count or compu-
tational load of the deep learning object detection network
to operate object detection algorithms in real-time. In this
paper, two improvements are made to the architecture of
YOLOv5, as shown in the figure. First, the Efficient Residual
Bottleneck (ERB) [2] is proposed to enhance the model’s
lightweight design and reduce computational load, with a focus
on improving the C3 layer. Second, the emphasis is placed
on enhancing the object detection performance by applying
the Dual Attention Network (DANet) [3] instead of Spatial
Pyramid Pooling Fast (SPPF).

• An object detection algorithm designed to swiftly locate
objects in real-time, suitable for use on low-cost devices.

• More efficient and effective feature fusion provides a
method for improving the speed and detection perfor-
mance of the model.

A. The Backbone

YOLOv5 architecture is comprised of three main com-
ponents: Backbone, Neck, and Head. The Backbone cap-
tures image features and transfers them to the Neck, which
subsequently relays these features to the Head. Extracting
good image features is a crucial aspect of object detection,
making it vital to extract high-quality image features in the
Backbone. Firstly, good image features capture the essential
visual characteristics of objects. They extract various visual
features, including shape, color, texture, and more, which
contribute to object detection. Secondly, good image features
accurately extract the position and size of object bounding
boxes, aiding in the precise localization of objects.
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Fig. 1. Proposed Architecture. YOLOv5 network applied with Efficient Residual Bottleneck and Dual Attention Network.

B. Efficient Residual Bottleneck

Efficient Residual Bottleneck is a layer designed to re-
duce the computational load of the C3 layer in the existing
YOLOv5. Decreasing the number of convolutional layers
helps to reduce the parameter count and computational load,
which in turn improves the speed of the model. Additionally,
changing the order of feature fusion allows for adjusting the
interaction between the extracted image features.

C. Dual Attention Network

Dual Attention Network is one of the neural network
architectures used for image analysis tasks. This architecture
focuses on emphasizing important features by leveraging both
spatial and channel information of the image while suppressing
noise or irrelevant information to improve performance. The
Dual Attention Network is comprised of two main compo-
nents. The first is the Spatial Attention mechanism, which
utilizes the spatial information of the input image to highlight
important locations and features. It processes the input image
in a specific manner to calculate spatial weights and applies
them to the original image. These spatial weights help to focus

on significant objects or regions while suppressing unneces-
sary background or noise. The second is the Channel Attention
mechanism, which utilizes the channel information of the
input image to emphasize important features. It considers
the interrelationships between channels in the input image to
calculate channel weights and applies them on a per-channel
basis. This highlights important features while suppressing
noise or irrelevant channel information, leading to performance
enhancement. By combining Spatial Attention and Channel
Attention in parallel, the Dual Attention Network emphasizes
important features of the input image, resulting in performance
improvements in various scenarios of computer vision. This
architecture is applied instead of the SPPF layer of YOLOv5
for performance improvement, and it is particularly useful
when focusing on important parts of an image.

D. Loss Function

The loss function in the proposed method comprises three
main components: Localization, Confidence, and Class Loss.
Localization loss measures the disparity between the pre-
dicted bounding box and the actual ground truth bounding
box. This component quantifies the error in terms of the
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Fig. 2. Overview of Dual Attention Network.

center coordinates and dimensions of the predicted bounding
box, employing Mean Square Error (MSE). Confidence loss
evaluates the dissimilarity in Intersection over Union (IoU)
values between the predicted and actual bounding boxes.
This is determined as a binary cross-entropy loss between
the predicted confidence in the bounding box and the actual
confidence. Class loss assesses the differentiation between
the predicted object category and the true category, using
Multi-class Cross Entropy loss. Each loss function measures
the divergence between ground truth and predicted values,
and the model is trained to minimize these disparities. In
YOLOv5, These three primary components are merged to get
the total loss. The weights of each loss function are adjusted
considering the presence of objects, the position of bounding
boxes, and the object’s class. The loss function compares the
model’s predictions to the ground truth during the training
process of YOLOv5, optimizing the model to improve the
accuracy of object detection.

LMB = λcoord

G2∑
g=1

A∑
a=1

1objga Lcoord+

λobj

G2∑
g=1

A∑
a=1

1objga Lobj+

λcls

G2∑
g=1

A∑
a=1

1objga Lcls.

(1)

IV. IMPLEMENTATION SETUP

This session explains the experimentation with the YOLOv5
network, which incorporates Efficient Residual Bottleneck and
Dual Attention Network, using the VisDrone [4] dataset. The
experiments are conducted in a Linux environment, and the
model is trained and tested using PyTorch. The equipment
used for the experiments includes an Intel Xeon Gold CPU
and Nvidia Tesla A100 40GB GPU.

V. EXPERIMENTAL RESULTS

A. Evaluation on VisDrone Dataset

VisDrone dataset is a large-scale dataset for computer vision
research based on aerial drone-captured images. It is used
for various tasks such as object detection, object tracking,
and visual tracking. The VisDrone dataset consists of images
captured in various environments, including urban areas, agri-
cultural fields, and highways.

The dataset contains diverse types of objects, including
people, vehicles, bicycles, buildings, and more. These objects
appear in various sizes and positions in the images, providing
an effective platform for research on object detection and
tracking in different scenarios.

VisDrone dataset serves as a standardized benchmark for
computer vision and machine learning researchers to develop
and evaluate various algorithms. It offers high-resolution im-
ages and a wide range of objects in different environments,
posing realistic and challenging problems for the advancement
and improvement of technologies. As a result, the VisDrone
dataset contributes significantly to computer vision research
and is recognized as a valuable resource with applications in
various fields.

Our proposed method experiments object detection with
drone images and videos. Since the VisDrone dataset contains
many small-sized objects, high-resolution images or methods
capable of extracting object features effectively are required
for their detection. In this paper, we propose a method using
DANet to enhance the accuracy of object features. Through
this approach, we observed an improvement in object detec-
tion performance, achieving 22.8mAP, which is approximately
12% higher than the original YOLOv5. The parameter count
also reduced significantly by approximately 55%, showing
3,897,433.

VI. CONCLUSION

This paper proposes an improved model by applying Ef-
ficient Residual Bottleneck and Dual Attention Network to
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Fig. 3. Object Detection Result on VisDrone 2019 dataset.

TABLE I
DETECTION PERFORMANCE COMPARISONS ON VISDRONE DATASET

Model AP AP50 Backbone
HTC-drone [5] 22.6 45.2 ResNet50
TridentNet [6] 22.5 43.3 ResNet101
CenterNet-Hourglass [7] 22.4 41.8 Hourglass-104
Retinaplus [8] 20.6 40.6 ResNeXt-101
ERCNNs [9] 20.5 41.2 ResNeXt-101
SAMFR-Cas RCNN [10] 20.2 40.0 SERexNeXt-50
Cascade R-CNN++ [10] 18.3 33.5 SERexNeXt-50
EnDet 17.8 37.3 ResNet101-fpn
DCRCNN [11] 17.8 42.0 ResNeXt-101
ODAC 17.4 40.6 VGG
DA-RetianNet [12] 17.1 35.9 ResNet101
MOD-RETINANET [8] 17 33.8 ResNet50
DBCL [13] 16.8 31.1 Hourglass-104
ConstraintNet [14] 16.1 30.7 Hourglass-104
CornetNet* [15] 17.4 34.1 Hourglass-104
Light-RCNN* [16] 16.5 32.8 ResNet101
FPN* [17] 16.5 32.2 ResNet50
Cascade R-CNN* [18] 16.1 31.9 ResNeXt-101
DetNet59* [19] 15.3 29.2 ResNet50
RefineDet* [20] 14.9 28.8 ResNet101
RetinaNet* [8] 11.8 21.4 ResNet101
Proposed Method 22.8 39.0 Improved CSPDarknet53

YOLOv5. The Efficient Residual Bottleneck is utilized to
decrease the complexity of computation, and the Dual At-
tention Network is employed instead of the SPPF layer to
enhance object detection rates through various image feature
fusion methods. we train our proposed model on the VisDrone
dataset, achieving an mAP of 22.8mAP, approximately 12%

TABLE II
DETECTION PERFORMANCE COMPARISONS ON OTHER METHODS

Model # parameters GFLOPs AP
YOLOv5 small 7,046,599 15.9 20.1
YOLOv5s w DANet 123 7,951,977 16.8 19.7
YOLOv5s w ERB DANet-123 7,776,937 16.4 19.9
YOLOv5s w ERB 4det DANet-123 8,134,614 33.5 21.2
YOLOv5s w DANet-111 7,582,057 15.2 19.7
YOLOv5s w ERB DANet-111 7,407,017 14.8 19.2
YOLOv5s w ERB 4det DANet-111 7,764,694 31.9 20.9
YOLOv5s w ERB DANet wo C5 3,897,433 28.5 22.8

higher than YOLOv5 small, and reducing the number of
parameters to 3,897,433, about 55% lower than the original
YOLOv5.

In future plans, we aim to reference the detector of YOLOv8
to further improve the detector of YOLOv5 in order to enhance
object detection performance. Additionally, we plan to conduct
research on more effective ERB layers to make the network
enable object detection on low-cost devices in real-time.
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