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Abstract—Recently, drones have been applied and used in
various tasks in many fields. Due to the development of camera
technology and hardware, it is possible to detect objects using
deep learning technology in real time. Most of the object sizes of
videos and images taken by drones are very small objects. The
dataset that collects these image data is the VisDrone dataset.
As deep learning technology develops a lot, object detection
accuracy is getting higher and higher. However, it is still hard
to perform object detection in real-time and show high object
detection accuracy. In this paper, we combine YOLOvVS and
CBAM to increase object detection accuracy by focusing more on
the features required for object detection. The model is trained
using the VisDrone dataset, and the mAP value is measured at
22.56mAP, which is 2.45mAP higher than the original YOLOVS.

Index Terms—Object Detection, Drone Vision, Convolutional
Neural Network (CNN), Attention Modules

I. INTRODUCTION

Recent developments in drone technology have been ad-
vancing quickly and enabled to support of various intelligent
systems, such as autonomous video monitoring, surveying, and
mapping [1]. Computer vision based on artificial intelligence
becomes the main essence behind the success of this technol-
ogy. Numerous vision drone works can be performed, such as
object detection and classification, which results in an excel-
lent performance. This fact drives researchers and practitioners
to develop and implement this technology in various fields
such as military [2], transportation [3], agriculture [4], mining
industry [5], etc.

With the massive success of deep learning, many novel
object detection techniques have been proposed in the last
few years. Commonly, these techniques can be divided into
two categories, two-stage and single-stage mechanisms. The
single-stage detection mechanism, such as You Only Look
Once (YOLO) [6], considers object detection as a regression
case. It conducts the localization and classification in the same
stage. Meanwhile, the two-stage detection mechanism, such as

Faster R-CNN [7] proposed to perfect the previous version,
R-CNN [8] and Fast R-CNN [9], first extracts the regions
of interest (ROI) from the input images. Then, it performs
bounding box regression and classification within these ROIs.
As a result, the single-stage detection mechanism has a little
lower accuracy but a higher detection speed than the two-stage
detection mechanism. Therefore, a detector using a single-
stage method, such as YOLO, with a higher speed, is very
suitable to be applied in a vision drone which often moving.

YOLOVS [10] is a relatively new YOLO version that deliv-
ers satisfactory performance. This detector utilizes the Feature
Pyramid Network (FPN) [11] technique to incorporate features
with diverse levels. This technique drives the system to detect
an object of various sizes. Several researchers attempted to
implement and upgrade the YOLOVS5 by proposing new blocks
[12] or employing attention modules, such as Convolutional
Block Attention Module (CBAM) [13], to enhance detection
performance. Zhu et al. [14] used CBAM to highlight the
information from the feature map and added it to YOLOv5
to detect boulders from planetary images. Wang et al. [15]
employed CBAM to enhance YOLOVS in detecting helmets
worn by construction workers. This module can improve the
characterization capability of target features.

Another work [16] tried to escalate YOLOvVS by using
CBAM, combined with Bidirectional Feature Pyramid Net-
work (BiFPN), to perform Synthetic Aperture Radar (SAR)
ship detection. This module is located before the Spatial
Pyramid Pooling (SPP) layer to improve the features extractor
capability. Yang et al. [17] fused CBAM with YOLOVS to
conduct student in-class behavior detection. This module is
put into the Neck module of YOLOVS, effectively extracting
robust features. The works show that employing attention
modules, such as CBAM, can improve detection performance.

In this work, we propose an improved YOLOvVSs network
with CBAM to increase the performance of object detection.
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Fig. 1. Proposed Architecture. YOLOVS small with CBAM
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Fig. 2. CBAM Structure grafted with ResBlock

The main contributions of this work are summarized as
follows:

1) A structure of the combination block is introduced by

applying the CBAM to the original YOLOVS network.

2) By applying CBAM that combines two attention mod-

ules, Channel Attention and Spatial Attention, an accu-

rate result of 22% mAP can be obtained in drone tasks.

II. PROPOSED ARCHITECTURE

The proposed architecture applied Convolutional Block At-
tention Module (CBAM) [13] to the Original YOLOVS shown
in Fig. 1. CBAM is a follow-up study of the BAM module,
which maximizes the performance of the attention module.
Since CBAM is a light and general module, it can be freely
attached to any CNN architecture, and the entire model can be
trained end-to-end. Fig. 2 shows CBAM consisting of channel
and spatial attention modules grafted with the residual block
used in this work.

A. The Backbone

YOLOVS5 consists of three frameworks: Backbone, Neck,
and Head. In the Backbone, the features of the image are

extracted and transmitted to the Head through the Neck.
The Neck collects the extracted features to create a feature
pyramid, and the Head finally configures the output layer that
detects the object. CSPDarknet53 is used as the Backbone,
PANet is used for the Neck, and B x (5 + C) output layer
is used for the Head. B is the # bounding boxes, and C'
is the class score. The object detection rate is improved by
connecting CBAM to each last C'3 layer from the Neck to the
Head.

This framework refers to the study of [10]. It applies several
convolution operations to distinguish the meaningful elements
of the object sequentially. C3 (Three Convolution layers) is
used several times in the different stages to generate the high
and low-level frequency features. The C3 module utilizes the
bottleneck technique efficiently by dividing the initial feature
map by a simple convolution operation. The main part is
processed at the residual bottleneck, while others are combined
to enrich the information variety. This architecture is claimed
to be light computational and parameter due to the convolution
operation with compressed input channels. The entire network
implements the C3 module in stages 2, 3, 4, and 5. These
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stages implement a different number of bottleneck operations
on the Backbone, such as 1, 2, 3, and 1, respectively.

B. Channel Attention Module

Fig. 3 describes the channel attention module used in this
work. The channel attention module is a step of encoding
which channels to focus on, and the channel attention module
has a slightly different squeeze process from SENet [18]. In
SENet, the feature maps received from the previous convolu-
tional block are encoded into 1 x 1 x C vectors through global
average pooling. Meanwhile, in CBAM, values are obtained
by global max-pooling and global average pooling as shown
in Fig. 2 and encoded by pooling. Each of the two vectors is
MLPed to apply nonlinearity. After being added, it is finally
encoded as a randomized value through sigmoid. The final
encoded value Mc is a value generated from the input feature
map. It is a value expressed as a probability of which feature
map is an important feature, considering among different C
feature maps. Multiply Mc by the input feature map F' to
generate F”.

Intuitively, this attention module obtains stimuli from two
different types of pooling to obtain a specific feature repre-
sentation from the input channel extraction facility. Channel
extraction applies a ratio to the middle part to suppress
parameters while generating a diverse selection of channel
representation features. The trained weights provide several
judgment scores for the initial information employed to update
the input features.

MaxPool

O O—

AvgPool
Channel Attention

Input feature F Shared MLP

Fig. 3. Channel Attention Module

C. Spatial Attention Module

You can see the spatial attention module in Fig. 4. The
Spatial Attention Module is the stage of encoding which area
to focus on the essential feature. After performing average
pooling and max-pooling on the channel axis, they both are
concatenated to create a feature map of Hx x W x 2. And,
for spatial attention, Ms of Hx x W x 1 is generated by
performing 7 x 7 Conv. M s is multiplied by F’ generated by
the Channel Attention Module to create F”'.

This attention module employs two pools to generate feature
summaries in the spatial dimension. The representation varia-
tion helps the network to acquire different feature information,
which is a process of increasing feature diversity. Two layers of
spatial features are extracted using a weighted filter operation
using a large kernel size to obtain a broad coverage of spatial
area information. Subsequently, a single spatial feature is
applied as an activation probability to generate a weighted
mask which is used to update the input map.

Channel-refined [Maxpool, AvgPool] Spatial attention
feature F' Mg

Fig. 4. Spatial Attention Module

D. Loss function

The loss function of YOLOVS consists of the sum of three
loss values: Class, Objectness, and Location loss. Class loss is
the loss of ascertaining the class well. Objectness loss is the
loss to confirm whether or not an existing object is in the grid.
Location loss is the regression loss for finding well the center
point (x,y), width, and height of the bounding box. Class loss
and objectness loss are the addition part of a sigmoid layer to
binary cross-entropy, which is used in multi-label classification
problems. Class loss works to mitigate the difference in the
number of data between classes, and objectness loss works
to solve the imbalance of the presence/absence of an object.
However, the objectness loss is added by placing a larger
weight on the scale that finds smaller objects. Next, location
loss uses CloU loss, and IoU-based loss functions (GloU,
CloU, DIoU, etc.), not MSE, which are usually used in
regression, were used in the experiment. After finding the three
losses, all are added, and this time, the weights are multiplied
and added. Weight is a hyperparameter. It expresses as follows:
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The proposed network uses Acoord, Aobj» and Mg are
regression, object, and classification constant parameters by
0.05, 0.5, and 1, respectively. To obtain complete score loss,
it calculates L.,,-q as a coordinate and size boxes loss,
Loy; as an objectness loss, and L. as a classification loss
separately with applying to the whole grid (G) and anchors
(A). Additionally, it implements 1;27 as an indicator to activate
this function when there is an object of a prediction.

III. IMPLEMENTATION DETAILS

This session describes experiments with the VisDrone
dataset through the proposed architecture. As an experimental
environment, the model is implemented using PyTorch in a
Linux environment. When training the deep learning model,
training is conducted using an Intel Xeon Gold CPU and
Nvidia Tesla A100 40GB GPU.
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TABLE I

DETECTION RESULT COMPARISONS ON VISDRONE DATASET
Model AP AP50 Backbone
TridentNet [19] 22.51 | 43.29 ResNet101
CenterNet-Hourglass [20] 22.36 | 41.76 Hourglass-104
retinaplus [21] 20.57 | 40.57 ResNeXt-101
ERCNNSs [22] 2045 | 41.2 ResNeXt-101
SAMFR-Cascade RCNN [23] | 20.18 | 40.03 SERexNeXt-50
Cascade R-CNN++ [23] 18.33 | 335 SERexNeXt-50
EnDet 17.81 | 37.27 ResNet101-fpn
DCRCNN [24] 17.79 | 42.03 ResNeXt-101
Cascade R-CNN+ [23] 17.67 | 34.89 ResNeXt-101
ODAC 17.42 | 40.55 VGG
DA-RetianNet [25] 17.05 | 35.93 ResNet101
MOD-RETINANET [21] 16.96 | 33.77 ResNet50
DBCL [26] 16.78 | 31.08 Hourglass-104
ConstraintNet [20] 16.09 | 30.72 Hourglass-104
CornetNet* [27] 17.41 | 34.12 Hourglass-104
Light-RCNN* [28] 16.53 | 32.78 ResNet101
FPN* [29] 16.51 | 32.2 ResNet50
Cascade R-CNN* [30] 16.09 | 31.91 ResNeXt-101
DetNet59* [31] 15.26 | 29.23 ResNet50
RefineDet* [32] 14.9 28.76 ResNet101
RetinaNet* [21] 11.81 | 21.37 ResNet101
YOLOVS5s 20.11 | 35.7 Improved CSPDarknet53
YOLOVv5s with CBAM 22.56 | 36.8 Improved CSPDarknet53

IV. EXPERIMENTAL RESULTS
A. Evaluation on VisDrone Datasets

VisDrone 2019 dataset was created by AISKYEYE, a team
from the Machine Learning and Data Mining Lab of Tianjin
University in China. The dataset consists of 288 videos with
261,908 frames and 10,209 static images shot by various
drones equipped with cameras. Filmed in 14 different cities
thousands of kilometers away in China, it captures a wide
range of aspects: environments such as urban and rural areas,
objects such as pedestrians, vehicles, and bicycles, and popu-
lation densities such as neighborhoods and crowded scenes.

The proposed method tested the object detection perfor-
mance on the VisDrone dataset. The VisDrone dataset consists
of 288 video clips (261,908 images) and 10,209 static photos
collected from multiple cameras mounted on drones. This
dataset has a total of 10 classes (pedestrian, people, bicycle,
car, van, truck, tricycle, awning-tricycle, bus, and motor). The
proposed model is trained, validated, and tested with 6,471,
1,610, and 1,610 images, respectively.

An object detection model is evaluated through a dataset by
extracting and learning features of various objects included
in the dataset by using Average Precision (AP) to measure
the accuracy of the predicted bounding box, derive AP for
each class, and finally calculate the mean Average Precision
(mAP) value for all classes. As a result, the mAP value of
the proposed method is 22.56. It shows better performance
compared with other models in Table 1.

B. Qualitative Results

The proposed frameworks achieve satisfying results when
working on small objects. Drone task object detection en-
courages the vision system can precisely localize and predict
the class on a small scale. This issue is a tough challenge
because of the low object resolution. This case only provides

information from a small set of pixels. So the information that
can be extracted is limited. Our framework retains the small
object feature by leveraging the double pyramid system, which
maintains the quality of the information limited to the small
object. As a result, small objects taken from the drone can
be detected by our model. Person, cycle, and motorcycle are
objects measuring less than 30 x 30 which are categorized as
low resolution. Fig. 5 show the visualization of prediction and
ground-truth result on the VisDrone dataset.

V. CONCLUSION

In this paper, in order to improve the object detection
performance of YOLOVS, object detection is performed by
combining YOLOvS and CBAM. Object detection perfor-
mance is improved by adding CBAM between the neck and
head of YOLOVS. The train is conducted on the VisDrone
dataset, and the mAP value on the VisDrone dataset is 22.56,
showing better performance compared to models such as
TridentNet and CenterNet, which were tested on VisDrone.

For future work, we plan to use ERB (Efficient Residual
Bottleneck) and EMRP (Efficient Multi-Receptive Pooling)
layers instead of C3 and SPPF layers in the Backbone part of
the original YOLOVS. It can make the network more efficient.
we have the plan to increase the detection rate of objects by
using Attention Modules such as CBAM and to create an
efficient network that can perform real-time calculations on
low-cost devices. And we plan to use additional detectors to
detect tiny size objects.
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