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Abstract. Object detection is the most fundamental and important re-
search in computer vision to discriminate the location and class of the
object in the image. This technology has been continuously researched
for the past few years. Recently, with the development of hardware such
as GPU computing power and cameras, object detection technology is
gradually improving. However, there are many difficulties in utilizing
GPUs on low-cost devices such as drones. Therefore, efficient deep learn-
ing technology that can operate on low-cost devices is needed. In this
paper, we propose a deep learning model to enable real-time object de-
tection on a low-cost device. We experiment to reduce the amount of
computation and improve speed by modifying the CSP Bottleneck and
SPPF parts corresponding to the backbone of YOLOv5. The model has
been trained on MS COCO and VisDrone datasets, and the mAP val-
ues are measured at 0.364mAP and 0.19mAP, which are about 0.07 and
0.04 higher than Refinedetlite and Refinedet, respectively. The speed is
23.010 frames per second on the CPU configuration, which is enough for
real-time object detection.

Keywords: Object Detection · Drone Vision · Convolutional Neural
Network (CNN) · Efficient Module · Attention Modules.

1 Introduction

Nowadays, drone technology has developed rapidly and guided to widespread use
for many purposes. Drones, equipped with cameras, can capture images or videos
and generate a variety of beneficial application scenarios, such as video surveil-
lance [2], monitoring [34,11], tracking [41] and searching [33,31]. A drone even
can enter difficult or dangerous areas that are impossible for humans to perform
these works. This approach can also reduce the possibility of risks incurred.

Advances in computer vision have dramatically enhanced drone vision tech-
nology. Many works, such as object detection and classification, can be conducted
based on video captured by the drone to support the intelligence system. It leads
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the drone to localize and classify the objects based on its vision with high ac-
curacy. It can even perform over enormous areas because the drone can capture
extensive coverage only in a short period. It pushes drone vision technology to
become increasingly popular.

Recently, the rapid development of Convolutional Neural Networks (CNNs)
has improved object detection and classification tasks, providing improved re-
sults. Many researchers are developing deeper networks to achieve higher perfor-
mance [20,30,28]. Unfortunately, it guides the architecture to produce enormous
parameters and operate inefficiently. A drone practically uses a low-cost device
to run its system. Therefore, it requires an efficient model to perform, especially
in real-time.

The field of object detection has evolved over the past 20 years. it is generally
divided into two methods. It is a traditional image processing method and a deep
learning method. The deep learning method is also divided into two types, one-
stage, and two-stage. The network proposed in this paper is an Improved one-
stage YOLO(You Only Look Once) network. One-stage based YOLO has been
presented as superior real-time object detection and brought much attention.
YOLOv5 [12] appeared, which applies a Cross Stage Partial (CSP) [36] block
with a bottleneck mechanism to make the network more efficient. This method
offers many types based on size, which have various performances. Although
the framework provides small versions with fewer parameters, the detector still
suffers from infeasible results.

CNN architecture creates feature maps at different levels in each layer. The
initial layer creates low-level features representing simple shapes, and as the
layer deepens, mid and high-level features representing complex features are
extracted. In general, small, medium, and large size objects are detected using
low, mid, and high-level features. However, even when detecting large objects,
for example, low-level features that respond strongly to edges or small instances
are needed. We also need a high-level feature that captures the context of the
image to detect small objects. To this end, it is possible to more accurately
localize by effectively utilizing low, medium, and large features. In order to detect
an object, these various feature information are essential. The existing Feature
Pyramid Network (FPN) goes through more than 100 layers to deliver low-
level information to high-level, but about 10 layers are sufficient in PANet. The
detector used in YOLOv5 is applied to three layers of 80, 40, and 20 sizes of
PANet. This layer is upsampled from the last layer of the backbone feature map
and merged with the previous level feature map of the same size.

In this work, we adjusted the C3 and SPPF [10] layers to operate the object
detection algorithm in real-time, the number of parameters of the network must
be reduced. The C3 layer and SPPF layer used in the original YOLOv5 are
lightened, and the C3 layer is composed of a bottleneck and 3 convolution layers
as CSP bottleneck with 3 convolutions. The C3 layer is lightened by adjusting
the convolution of the C3 layers from three to two and changing the order of the
concatenation and addition operations of the feature map.
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The SPPF layer consists of two convolution layers and three max-pooling
layers. To lighten the layer, we reduced one max-pooling layer and added an
addition operation. The contributions of this work are summarized as follows:

1. A real-time object detection method is proposed to localize the specific object
quickly that can be operated on a low-cost device.

2. A new structure of the convolutional block is introduced by modifying the
fusion operation on the CSP bottleneck module.

3. SPPF layer is improved to be more efficient. It supports the network to
operate on a low-cost device without compromising its accuracy.

2 Related Work

CNN architectures as a backbone have been employed and developed to perform
object detection and classification. It has offered outstanding results in extracting
features equipped with many techniques to predict object locations with various
sizes. Faster R-CNN [30] came to refine the previous version, R-CNN [9] and Fast
R-CNN [8], proposed a Region Proposal Network (RPN) to locate the Region
of Interest (RoI) and identify the class of objects. Another work, RetinaNet,
offered a novel loss called Focal Loss to deal with the class imbalance problem.
Meantime, YOLOv3 [25], YOLOv4 [3], and YOLOv5 [12] utilized the Feature
Pyramid Network (FPN) [18] strategy to combine features with various levels.

Many researchers designed various efficient CNN architectures as a back-
bone to perform object detection. Fast-PdNet [27] offered a lightweight CNN
architecture with multi-level contextual blocks that produce fewer parameters
than general detectors. The detector is specially designed to perform person
detection in supporting assistive robots. Another work [1] adjusted C3 module
with a residual bottleneck mechanism on YOLOv5 [12] to make the model more
efficient.

Several works modified the YOLO framework to perform efficient object de-
tection applied in supporting drone vision. Pruned-YOLOv3/v5 [39] proposed
an iterative channel pruning mechanism to design a lightweight network for
YOLOv3 and YOLOv5. It gains a satisfactory balance between efficiency and
accuracy on MS-COCO and VisDrone datasets. ECAP-YOLO [13], modified
from YOLOv5 [12], offered an efficient channel attention pyramid method to
deal with small object problems in aerial images. SPB-YOLO [38] also adjusted
YOLOv5 [12] with Strip Bottleneck (SPB) module to build an efficient real-time
detector for a drone. It achieves a good trade-off between speed and accuracy.

3 The Proposed Method

The proposed architecture has two main modules as shown in Fig. 1. Both are
used in the backbone of YOLOv5, which corresponds to the baseline. The first is
Efficient Residual Bottleneck (ERB), and the second is Efficient Multi-Receptive
Pooling (EMRP).
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Fig. 1. The proposed architecture. A backbone module is used to extract object
features with the proposed efficient methods. Besides, the PANet(Neck) and detec-
tion(Head) modules help the detector identify the location of the object in multi-scale
variants.

3.1 The Backbone

The framework of YOLOv5 has three main components. It consists of Back-
bone, Neck, and Head. The Backbone extracts the features of the image and
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transfers them to the Head through the Neck. Neck creates a feature pyramid
by collecting feature maps extracted from the Backbone. Finally, it is composed
of an output layer that detects objects in the Head. CSPDarknet53 [35] is used
as the backbone, PANet(Path Aggregation Network) [23] is used for the Neck,
and B x (5+C) output layer is used for the Head. B is the number of bounding
boxes, and C is the class score. Among them, the C3 layer and SPPF [10] layer
of CSPDarknet53 used in the backbone are modified to lighten the deep learning
object detection model.
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Fig. 2. Efficient Residual Bottleneck.

3.2 Efficient Residual Bottleneck

Efficient Residual Bottleneck (ERB) is an improved layer of the C3 layer used in
YOLOv5. The C3 layer is CSP Bottleneck with 3 convolutions and consists of a
bottleneck and 3 convolution layers. In order to operate the object detection al-
gorithm in real-time on drones using low-cost devices, the number of parameters
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of the deep learning object detection network must be reduced. To decrease the
number of parameters, the convolution of the C3 layer is adjusted from three to
two, and the order of concatenation and addition operations of the feature map
is changed. The proposed network offers an improved backbone that extracts the
object features and discriminates the essential elements from the background. It
applies a set of convolution layers sequentially using an efficient module. Light
blocks apply residual techniques to maintain the quality of the feature map to
push high performance in the final prediction. To avoid gradient performance
degradation and prevent saturation of the training process, SiLU activation and
Batch Normalization are employed sequentially in each convolution operation.

3.3 Efficient Multi-Receptive Pooling

Improved from [10], the efficient multi-receptive pooling is introduced to cap-
ture the difference of spatial information that employs a cascade pooling and a
simple convolution. It applies convolutional and two sequential pooling to pro-
vide various receptive areas. It can increase the options of feature selection from
multi-perspective combinations. It uses simple convolution to obtain one spatial
area. Two pooling with window size of 5x5 is employed sequentially to capture
the maximum value of the features. Combining features from different receptive
areas will increase the variety of information so that the network will learn more
about the feature type. Then, it applies a convolution operation to mix the var-
ious information. The residual technique is used in this module to ensure that
the different feature pooling results obtain the expected quality and reduce the
error rate of the filtering process.
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Fig. 3. Efficient Multi-Receptive Pooling, less complexity by double receptive pooling
addition path ways
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3.4 Loss Function

In YOLOv5, IoU loss, binary cross-entropy, and confidence loss were used as
loss functions. Bounding-box regression is the most widely used method in ob-
ject detection algorithms used to predict the position of an object to be detected
using a bounding box. This method aims to correct the position of the predicted
bounding box. Bounding box regression uses an overlapping region of the box
of the real object and the predicted box location, called Intersection over Union
(IOU). First, the IoU loss evaluates the difference between the predicted box
position and the actual object’s box’s intersection, centroid distance, and aspect
ratio. Second, we apply a confidence loss to evaluate whether or not there is an
object in each cell. Finally, we use binary cross-entropy to measure the probabil-
ity error of the predicted object class. Binary cross entropy is very effective for
training models to solve many classification problems simultaneously. Combining
the above three loss functions, the multi-box loss is expressed as:

LMB = λcoord

G2∑
g=1

A∑
a=1

gobjga Lcoord + lambdaobj

G2∑
g=1

A∑
a=1

1objga Lobj+

lambdacls

G2∑
g=1

A∑
a=1

1objga Lcls

(1)

4 Implementation Details

In this section, experiments with MS COCO [22] and VisDrone [41] datasets are
described through the proposed architecture. As an experimental environment,
the model is implemented using PyTorch in a Linux environment. When training
the deep learning model, training is conducted using Intel Xeon Gold CPU and
Nvidia Tesla V100 32GB GPU.

5 Experimental Results

5.1 Evaluation on Datasets

The proposed method tested the object detection performance on MS COCO
2017, VisDrone dataset. There are a total of 80 different classes in the COCO
dataset, and it consists of a total of 143,575 image data. The COCO dataset
contains objects of various sizes, complex backgrounds, and many obstacles, and
the proposed model is trained with 118,287 image data. The model is evaluated
with 5000 images, and the model is tested with the remaining 20,288 images.
The VisDrone dataset consists of 288 video clips (261,908 images) and 10,209
static photos were collected from multiple cameras mounted on drones and has a
total of 10 classes (pedestrian, people, bicycle, car, van, truck, tricycle, awning-
tricycle, bus, motor). Among them, the proposed model is trained with 6,471
image data, and the model is evaluated with 1,610 images and tested with 548
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Table 1. Detection Result Comparisons on MS COCO Dataset, where Time@CPU1 and Time@CPU2
mean Running Time Tested on Intel I7-6700@3.40GHZ and Intel I5 6600@3.30GHZ, respectively.

Model mAP 0.5:.95 Backbone Time@CPU1 Time@CPU2

SSD[24] 0.193 MobileNet 128ms -

SSDLite[32] 0.222 MobileNet 125ms -

SSDLite[32] 0.221 MobileNetV2 120ms -

Pelee[37] 0.224 PeleeNet 140ms -

Tiny-DSOD[15] 0.232 DDB-Net+D-FPN 180ms -

SSD[24] 0.251 VGG 1250ms -

SSD[24] 0.28 ResNet101 1000ms -

YOLOv3[29] 0.282 DarkNet53 1300ms -

RefineDetLite[7] 0.268 Res2NetLite72 130ms -

RefineDetLite++[7] 0.296 Res2NetLite72 131ms -

YOLOv5s-ERB 0.367 Improved CSPDarknet53 - 43ms

YOLOv5s-ERB wosppf 0.334 Improved CSPDarknet53 - 36ms

YOLOv5s-ERB conv3 0.366 Improved CSPDarknet53 - 40ms

YOLOv5s-ERB EMRP 0.364 Improved CSPDarknet53 - -

Table 2. Detection Result Comparisons on VisDrone Dataset.

Model mAP 0.5:.95 Backbone

Cascade R-CNN+[5] 0.183 SEResNeXt-50

EnDet 0.178 ResNet101-fpn

DCRCNN[6] 0.178 ResNeXt-101

Cascade R-CNN++[5] 0.177 ResNeXt-101

ODAC 0.174 VGG

DA-RetianNet[26] 0.171 ResNet101

MOD-RETINANET 0.169 ResNet50

DBCL 0.168 Hourglass-104

ConstraintNet 0.161 Hourglass-104

CornetNet*[14] 0.174 Hourglass-104

Light-RCNN*[16] 0.165 ResNet101

FPN*[19] 0.165 ResNet50

Cascade R-CNN*[4] 0.161 ResNeXt-101

DetNet59*[17] 0.153 ResNet50

RefineDet*[40] 0.149 ResNet101

RetinaNet*[21] 0.118 ResNet101

YOLOv5s-vis-c3 0.195 Improved CSPDarknet53

YOLOv5s-vis-esppf 0.193 Improved CSPDarknet53

YOLOv5s-vis-c3esppf 0.190 Improved CSPDarknet53

images. An object detection model is evaluated through a dataset by extracting
and learning the features of various objects included in the dataset. To evaluate
the model, we use Average Precision (AP) to measure the accuracy of the pre-
dicted bounding box, derive AP for each class, and finally calculate the mean
Average Precision (mAP) value for all classes. As a result, the mAP values of
the proposed method are calculated as 0.364 and 0.190, respectively.



Efficient Multi-Receptive Pooling for Object Detection on Drone 9

6 Conclusion

This paper proposes efficient residual bottleneck and efficient multi-receptive
pooling for a deep learning algorithm capable of real-time object detection. In
order to reduce the complexity, the existing CSP Bottleneck and SPPF are
improved. And the proposed network is trained on MS COCO and VisDrone
datasets. The mAP value on the MS COCO dataset is measured at 0.364, and
when compared to RefineDetLite++, the performance increased by about 0.07
mAP difference. The mAP value on the VisDrone dataset is measured at 0.190,
and when compared to RefineDet+, the value is about 0.04 mAP higher. In the
future, we plan to use the additional detector to increase the object detection
rate. As the number of layers in the network increases, the number of parameters
required for computation increases. It is expected that the method proposed in
this paper can be used to reduce the number of parameters and increase the
object detection rate by using additional detectors.
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