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Abstract. Inrecent years, the YOLOvV5 network architecture has demon-
strated excellence in real-time object detection. For the purpose of ap-
plying in the smart parking management system, this paper proposes a
network based on the improved YOLOv5, named YOLO5PKLot. This
network focus on redesigning the backbone network with a combination
of the lightweight Ghost Bottleneck and Spatial Pyramid Pooling archi-
tectures. In addition, this work also resizes the anchors and adds a detec-
tion head to optimize parking detection. The proposed network is trained
and evaluated on the Parking Lot dataset. As a result, YOLO5PKLot
achieved 99.6% mAP on the valuation set with only fewer network pa-
rameters and computational complexity than others.

Keywords: Convolutional neural network (CNN) - Ghost Bottleneck -
Smart parking management system - Parking lot detection - Parking lot
dataset - YOLOV5.

1 Introduction

Currently, there are about 1.45 billion cars in the world and it is increasing ev-
ery year. The report in [18] predicts that in 2023 the number of vehicles sold is
about 71 million units. The rapid increase both in the number and type of ve-
hicles has led to the expansion of parking lots in supermarkets, shopping malls,
city offices, etc. Automated operations to manage and distribute parking spaces
are essential. For a long time ago, researchers and engineers have been designing
automated parking management systems. These techniques are mainly based on
various types of sensors to determine the status of parking spaces such as ultra-
sonic [19], infrared [5], geomagnetic [21], and wireless [20]. This type of parking
usually requires the installation and maintenance of each sensor per parking
space. Therefore, these methods increase the cost quite a lot when deployed in
large-scale parking lots. In general, the sensing methods achieve high prediction
but have a large cost. From the above analysis along with the development of
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the computer vision field, this paper proposes a vision-based parking lot detec-
tion network. This work improves the famous object detection network YOLOv5
by focusing on redesigning the backbone network and adding a new detection
head to increase the object detection ability. This network uses lightweight ar-
chitectures in Ghost Bottleneck (Ghost) to greatly reduce network parameters
and computational complexity, serving real-time applications on low-computing
devices. The paper provides several main contributions as follows:

1 - A modified Ghost Bottleneck block is proposed to apply to the backbone
of YOLOVS5.

2 - Redesigns YOLOv5 backbone network with a combination of lightweight
Ghost Bottleneck and Spatial Pyramid Pooling (SPP) architectures.

3 - Adds a detection head with new anchor sets to improve the prediction
task.

The remainder of the paper is distributed as follows: Section 2 introduces
the techniques related to parking lot detection. Section 3 details the proposed
techniques. Section 4 presents and analyzes the experimental results. Section 5
concludes the issue and future development orientation.

2 Related work

2.1 Traditional-based method

These methods are implemented through two main steps, feature extraction,
and parking classification. The feature extraction process generates one or more
feature vectors using traditional techniques. Specifically, [1, 8] used Local Phase
Quantization (LPQ) and Local Binary Patterns (LBP) as feature extractors and
classifiers using Support Vector Machine (SVM). Later, the authors developed
new methods based on the change of camera and parking areas [3,2]. [4] applies
Quaternionic Local Ranking Binary Pattern (QLRBP) for feature extraction,
Support Vector Machine (SVM), and k-nearest neighbors (k-NN) are used for
classification. In [10] the LBP and the Histogram of Oriented Gradients (HOG)
were used as feature extractors for the SVM classifier. The advantage of the
above methods is that it is easy to implement, but the accuracy is not high.

2.2 Machine learning-based method

With the remarkable development of object detection networks in the computer
vision field, smart parking management systems are also developed based on
popular networks. [9] refines the YOLOv3 architecture by adding residual blocks
to the original network to improve feature extraction for parking classification.
[6] designs a lightweight version of YOLOv3 with MobileNetV2 architecture
to improve parking classification. A faster R-CNN two-stage detection network
was applied in [15] with different camera angles and parking changes. [17,16]
exploit the power of the Mask R-CNN network to extract individual cars and
then classify parking conditions. Generative Adversarial Networks (GANs) are
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also used to directly detect occupancy and vacancies using drone imagery [14].
The advantage of machine learning methods is high detection and classification
accuracy but requires networks to reach a certain depth and complexity to ensure
operation in real parking conditions.

3 Methodology

Fig. 1 details the proposed parking lot detection network. This network is re-
fined based on the original YOLOv5 architecture [13] with three main modules:
backbone, neck, and head.
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Fig. 1. The proposed parking lot detection network (YOLO5PKLot).
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3.1 Proposed network architecture

The backbone module follows the design of the backbone in the YOLOv5 ar-
chitecture, but this work changes a few essential modules. The techniques are
applied to reduce a lot of the network parameters and computational complex-
ity but still ensure good feature extraction. Specifically, the Focus module in
YOLOV5 is replaced by the Basic module shown in Fig. 2. This module is de-
signed with two main branches. One branch consists of 3 Conv blocks contigu-
ously, the another branch is a Max pooling layer that is attached after the first
Conv block in the first branch. The output feature maps from these two branches
are concatenated and followed by another Conv block.
A

o»{TCanw }->{Com_}—{TCon
‘Concat =i Conv

Fig. 2. The Basic module architecture.

The design of the Conv block is described in Fig. 3 with one convolution
operation (Conv2D), one batch normalization (BN), and one Sigmoid Linear
Unit (SiLU) activation function.

o»{convan |+ v | siu |

Fig. 3. The Conv block design.

Next, this design replaces all CONV blocks and Cross Stage Partial modules
(Bottleneck CSP) in YOLOVS5 with an architecture inspired by Ghost Bottleneck
[11], named Ghost. This module is built on top of the GhostConv module (Fig.
4(a)) combined with the Squeeze and Excitation (SE) attention module [12] for
stride of 1 (Fig. 4(b)) and added with the depthwise separable convolution layer
(DWConv) [7] for stride of 2 (Fig. 4(c)).

Finally, this study also changes the Kernel size of the Maxpooling in the
Spatial Pyramid Pooling (SPP) module from 5 x 5, 9 x 9, and 13 x 13 to 3 x 3,
5 x 5, and 7 x 7. The changed SPP module is shown as in Fig. 5.

The neck module still reuses YOLOv5’s Path Aggregation Network (PAN)
architecture to combine the current feature maps with previous feature maps in
the first stage. Multi-scale feature maps are generated with enriched information.
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Fig. 4. (a) Ghost convolution, (b) Ghost Bottleneck module with the stride of 1, and
(c) Ghost Bottleneck module with the stride of 2.
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Fig. 5. The Spatial Pyramid Pooling (SPP) module.

These are the input of the detection heads. The CONV block in this module is
replaced by the new Conv described above.

The detection head module utilizes three heads from the YOLOv) architec-
ture with feature maps from PAN neck including 80 x 80 x 256, 40 x 40 x 512,
and 20 x 20 x 1024. To increase detection ability, this work adds a detection head
at a feature map of size 40 x 40 x 1024 in the early stage of the PAN module.
The study also resizes all anchor sizes to be suitable for the size of the objects in
the PKLot dataset. The details of the detection heads and the anchor’s designs
are shown in Table 1.

Table 1. Heads and anchors design.

Head Input Anchors Ouput |Object

1 80 x 80 x 1024 (4, 5), (8, 10), (13, 16) 80 x 80 x 21| Small
2 (Added)[40 x 40 x 1024] (10, 13), (16, 30), (33, 23) |40 x 40 x 21|Medium
3 40 x 40 x 512 (30, 61), (62, 45), (59, 119) |40 x 40 x 21|Medium

4 |40 x 40 x 1024[(116, 90), (156, 198), (373, 326)[20 x 20 x 21| Large
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3.2 Loss function

The loss function used in this paper is defined as follows:
Loss = Apoz Lpox + )\objLobj + AetsLeis (1)

Where Ly, is the bounding box regression loss using CloU loss, Loy, is the
object confidence score loss using Binary Cross Entropy loss, and L. is the
classes loss also using Binary Cross Entropy loss to calculate. Apogz, Aopj, and
Acts denote balancing parameters.

4 Experiments

4.1 Dataset

This experiment uses the Parking Lot Dataset [8] to train and evaluate the per-
formance of the proposed network. This dataset is proposed by authors from the
Federal University of Parana. The PKLot dataset contains 12,416 high-resolution
images (1280x 720 px) extracted from cameras of three different parking lots. The
images were taken in sunny, cloudy, and rainy day conditions. Parking spaces are
labeled as occupied and empty classes. To perform the experiment, this dataset
was split into three subsets: training (8,691 images), evaluation (2,483 images),
and testing (1,242 images). To be adaptive to the training process, this work
reduces the image size to 640 x 640 px and converts the standard PKLot dataset
format to YOLOvV5 format.

4.2 Experimental setup

This study uses the original code of YOLOvV5 [13] to generate modifications
based on the Python programming language and the Pytorch framework. The
proposed network is trained, evaluated, and tested on a GeForce GTX 1080Ti
11GB GPU. The Adam optimization is used. The learning rate is initially set
to 10?2 and the final by 10°. The momentum start at 0.8 and then increased to
0.937. The training process goes through 300 epochs with a batch size of 32. The
balancing parameters A.;s=0.5, Apoz=0.05, and Aqp;=1, respectively. Several data
augmentation methods are applied such as flip up-down, flip left-right, mixup,
and mosaic. The speed testing process conducts on the PKLot test set with the
image size of 640 x 640, a batch size of 32, a confidence threshold of 0.5, and an
IoU threshold of 0.5.

4.3 Experimental result

To evaluate the performance, this experiment performs training and evaluation
from scratch YOLOv5 (n, s, m, 1, x) versions and the proposed network. Be-
sides, this work also compares with other previous networks that have been
conducted on the PKLot dataset. As a result, the proposed network achieves
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99.6% mean Average Precision (mAP). The results shown in Table 2 demon-
strate that the network outperforms previous networks with 4.9% mAP when
compared to the best competitor (GAN in [14]). When compared with tiny
versions of YOLOV5, the proposed network achieves comparable performance to
YOLOv5s and YOLOv5n while the network parameter (4,155,700 parameters) is
only half that of YOLOv5s and more than two times that of YOLOv5n. In terms
of computational complexity, the YOLO5SPKLot network is only 2.8 GFLOPs,
the smallest of all the comparison networks. The proposed network also achieves
the best inference speed of 2.9 ms on the PKLot test set. The qualitative results
of the proposed network on the PKLot dataset are shown in Fig. 6.

Table 2. Comparison result of proposed detection network with retrained YOLOv5
and other networks on PKLot dataset.

Model Parameter| Weight |GFLOPs/mAP|Inference time
YOLOvbHx 86,224,543 (169.3 MB| 204.2 99.7 20 ms
YOLOv5I 46,636,735 | 91 MB 114.3 99.7 16 ms
YOLOv5m 21,060,447 | 42.5 MB 50.4 99.7 13 ms
YOLOvbs 7,050,367 |14.4 MB 15.3 99.6 11 ms
YOLOv5n 1,766,623 | 3.8 MB 4.2 99.6 3.1 ms

YOLOv3 [9] N/A N/A N/A 93.3 N/A
Faster R-CNN [15] N/A N/A N/A 91.9 N/A
Mask R-CNN [16] N/A N/A N/A 92.0 N/A

GAN [14] N/A N/A N/A 94.7 N/A
YOLOS5PKLot | 4,155,700 8.6 2.8 99.6 2.9 ms

With the outstanding ability in calculation and inference time as mentioned
above, YOLO5PKLot can be applied in parking lot management systems with
available low computing devices such as CPU and edge devices. However, dur-
ing testing, the YOLO5SPKLot also revealed several weaknesses that made the
accuracy decrease when detecting objects in bad weather conditions such as the
parking lot being obscured, the parking lot is far away from the camera, and
different camera angles. Several detection mistakes are shown in Fig. 7.

4.4 Ablation study

Ablation study 1 conducted training and evaluation of proposed networks with
backbone using the Basic and Ghost modules combined with an SPP module
as standard. Then replace the Basic module with the Focus module, replace the
SPP with the Spatial Pyramid Pooling - Fast (SPPF) module, and completely
remove the SPP architectures for comparisons. The results in Table 3 show that
when replacing the Basic module with the original Focus module, it increases the
computational complexity to 9.2 GFLOPs while the network parameter reduces
a few and just still maintains the mAP at 99.6 %. When replacing an SPP
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Fig. 6. The qualitative results of the proposed network on the test set of PKLot dataset
with IoU threshold = 0.5. The numbers denote the classes: 0 is space-empty, and 1 is
space-occupied.
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Fig. 7. Several detection mistakes in parking lot detection. (a) The parking lots are at
a far distance, (b) The parking lots are obscured from each other, and (c) The parking
lots are obscured by other objects (trees).
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module with an SPPF module, the efficiency is similar at 99.6% mAP with the

same parameters. When using a Basic module and all Ghost modules in the
backbone, the network performance decreases by 0.2% mAP.

Table 3. Ablation studies with different backbone designs on the PKLot dataset.

Module Proposed network
Basic v v
Focus v
Ghost v v v
SPPF v
SPP v v
Parameter |4,155,700(4,150,964(4,155,700(3,635,615
Weight (MB)| 8.6 8.7 86 76
GFLOPs 2.8 9.2 2.8 2.8
mAP 99.6 99.6 99.6 99.4

In another ablation study, this work compared the performance of three and
four detection heads. From the results in Table 4, it can be seen that adding
a detection head increases the detection ability by 0.1% mAP. The network
parameter increased slightly and the computational complexity remained the
same at 2.8 GFLOPs.

Table 4. Ablation studies with different head numbers on the PKLot dataset.

Head |Parameter| Weight (MB)|GFLOPs mAP@
3 4,150,303 7.6 2.8 99.5
4 4,155,700 8.6 2.8 99.6

5 Conclusion

This paper presents a method to improve the YOLOv5 architecture for park-
ing lot detection in smart parking management systems. The proposed network
consists of three main parts: backbone, neck, and head modules. The backbone
is redesigned using lightweight architectures to reduce network parameters and
computational complexity. The neck is optimized with the addition of activation
functions behind convolution operation and BN. The head module added a new
detection head and resized the anchors to increase the detection performance of
the network. In the future, this network will be further developed with attention
modules to address the network’s weaknesses when detecting far-distant parking
spaces and adapting to different camera angles.
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