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Abstract. The main objective of the person re-identification task is
to retrieve the specific identity under multiple non-overlapping camera
scenarios. Though unsupervised person re-ID has already achieved great
performance and even surpasses some classic supervised re-ID methods,
the existing methods pay much attention to training the neural networks
with the memory-based idea which ignore the quality of the generated
pseudo label. The quality of the clustering process does not only depend
on the intra-cluster similarity but also on the number of clusters. In this
paper, our approach employs an attribute auxiliary clustering method
for person re-ID task. The proposed method could divide the generated
cluster by the leveraged attribute label. Employed the attribute auxiliary
clustering, the task changed from unsupervised case to weakly supervised
case. The method is compared with state-of-the-art and analyzes the
effectiveness caused by the variation of the cluster number. The proposed
approach achieves great performance on the public Market-1501 datasets.

Keywords: weakly supervised person re-identification · attribute aux-
iliary clustering · cluster number variation

1 Introduction

The main objective of the person re-identification task is to retrieve the specific
identity under multiple non-overlapping camera scenarios [1]. With the increas-
ing requirements for video surveillance and the urge for lower label annotating
costs, unsupervised person re-ID got more attention in the past few years. For
dealing with the unsupervised person re-ID task, purely unsupervised re-ID [11],
[20], [12], [16], [3] and the unsupervised domain adaptation are the widely applied
method [2], [12], [22], [23].

In this paper, we focus on the purely unsupervised person re-ID task. The
state-of-the-art methods [3] extracted feature embedding through neural network
[13] and then employed the clustering algorithms, DBSCAN [4] commonly to
generate the pseudo label for training samples. With the generated pseudo label,
we can train as a supervised case. Finally, a contrastive loss [27] is employed for
training. Though the existing method has already achieved great performance, it
still didn’t reach the upper bound of the baseline, where the upper bound means
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Fig. 1. The left and right subfigure shows the comparison of the number of clusters
and performance between baseline and its upper bound (supervised)., respectively

the performance when the clustering process gains the ideal results (Assuming
the clustering results are completely correct). In Fig. 1, we show the comparison
of the number of clusters and performance between the baseline ClusterContrast
[3] and its upper bound (supervised). The left subfigure shows that even after the
training finished, the clustering process could only divide the training samples
into around 500 clusters which is much less than the ideal number of clusters.
Correspondingly, when we can get the ideal clustering results the upper bound
obviously surpass the baseline by a large margin.

Fig. 2. Parts of clustering results selected from the final epoch’s clustering results,
where the samples of the same row are selected from the same cluster. Among them,
the samples in the blue box and green box are captured from different identities.
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The result demonstrates that the unsupervised method has not achieved the
ideal performance and the key reason lies in the low quality of clustering quality.
Fig. 2 displays parts of clustering results selected from the final epoch’s clustering
results, where the samples of the same row are selected from the same cluster.
Among them, the samples in the blue box and green box are captured from
different identities. The results show that the clustering could not recognize the
highly similar vision features. But for human beings, we can easily find that the
first four samples of the first row are captured from a male but the last four
samples of the first row are captured from a female and in the same condition as
the second row. In this paper, we generate the clustering results both in feature
space and attribute space. The attributes of the identity annotate the sample
at the semantic level. For our contribution, we leverage the attribute label and
propose the attribute auxiliary clustering (AAC) method to explore the attribute
auxiliary weakly supervised person re-ID task.

2 Related Work

2.1 Unsupervised Person Re-ID Works

Despite the classic algorithm computing without deep learning, unsupervised
person re-ID can be categorized into two situations. With the annotated label
in the source domain, unsupervised domain adaptation (UDA) [2], [12], [22],
[23] methods are the first category. Among them, ECN [22] firstly applied the
memory bank idea [19] to store the features and update with the training pro-
cess. SpCL [12] proposed a novel self-paced contrastive learning framework that
gradually creates a more reliable cluster, which to refine the memory dictio-
nary features. The second category is purely unsupervised person re-ID (USL)
[11], [20], [12], [16], [3] which only focuses on the target dataset and does not
leverage any labeled data. MMCL [11] employed the memory bank in the USL
field and calculated the pseudo label with similarity. CAP [16] applied the clus-
ter method DBSCAN to generate the pseudo label and construct the memory
bank at cluster-level and proxy-level (detailed in camera id). ClusterContrast [3]
summarized the mainstream contrastive learning-based USL method and mainly
focused on controlling the cluster size for consistency in the training process. The
proposed AAC is based on the ClusterContrast framework, and due to the lever-
aging of the attribute label, AAC is exploring the re-ID field under the weakly
supervised case.

2.2 Attribute Auxiliary Person Re-ID

Thanks to the work and attribute annotation by Lin et al. [25], researchers are
easier to train and learn the identity embedding with auxiliary attributes. GPS
[24] constructs the relationship graph for identity attribute and human body
part, which could represent the unique signature of the identity. The graph-
based signature can also be employed in unsupervised cases [18]. TJ-AIDL [17]
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Fig. 3. The overview pipeline of the proposed method. The proposed attribute auxiliary
clustering (AAC) method is applied for generating the pseudo label for the training
samples. The ClusterNCE loss which is introduced in Eq. 1 is applied for the contrastive
loss.

simultaneously trains with attribute level and feature level to transfer attribute
and identity label information to the target domain. The proposed AAC re-
allocated the clustering results rather than applying the attribute for training
in the attribute-semantic space.

3 Methodology

The pipeline for purely unsupervised person re-ID is described in Section 3.1,
which includes the re-ID problem formulation and training strategy followed [3].
The proposed attribute auxiliary clustering method is demonstrated in Section
3.2.

3.1 USL Person Re-ID pipeline

For the training process, given target dataset X = {x1, x2, ..., xNt
}, we can

extract discriminative feature embeddings F = {f1, f2, ..., fNt} by the encoder
network [13], where Nt denotes the number of training samples. The follow-up
series of works employed for USL training is shown in Fig. 3. For the testing
process, given query sample q and gallery samples G =

{
g1, g2, ..., gNg

}
, get the

feature embedding fq and {fg1 , fg2 , ..., fg2} from the trained encoder network,
then calculate the similarity between fq and fg, and finally rank the list.
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Fig. 4. Parts of clustering results selected from the final epoch’s clustering results,
where the samples of the same row are selected from the same cluster. Among them,
the samples in the blue box and red box are captured from different identities.

In the training process, after extracting feature embedding from the encoder
network, we employ the classic clustering algorithm DBSCAN [4] for generating
the pseudo labels for training samples, which are denoted as {y1, y2, ..., yNt}. This
work applies the ClusterNCE loss followed ClusterContrast [3] as the contrastive
loss:

L = −log exp(fq · ϕ+/τ)∑K
k=0 exp(fq · ϕk/τ)

(1)

where ϕ+ is the positive cluster representation vector of q, and ϕk is negative
unique representation vector of the k-th cluster. The cluster representation ϕk

is initialized by Eq. 2:

ϕk =
1

|Nk|
∑

fi∈Nk

fi (2)

where Nk is the set of samples in the k-th cluster, and it is verified as the encoder
network trains in the process. During the training process, we select K samples
in P clusters and construct the training minibatch. The cluster representation
vectors are updated by:

ϕk ← mϕk + (1−m)q (3)

where m is the momentum updating rate. And this process followed [3] is framed
as the baseline in this paper.

3.2 Attribute Auxiliary Clustering

Though baseline [3] has already gained state-of-the-art performance in the USL
field, it still has plenty of space for improvement as shown in Fig. 1.
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Fig. 5. Illustration of the proposed attribute auxiliary clustering (AAC) method. The
samples in different shapes denote the sample captured from different identities. The
samples are classified as the same cluster initially and re-clustered into the different
clusters by applying AAC.

The upper bound of baseline: The upper bound means that we get the com-
pletely correct clustering results in every epoch. Obviously, the existing technol-
ogy cannot reach that case, so the upper bound would happen when we directly
apply the ground truth of the training label. For the baseline-upper-bound, we
divide the training samples into Nt clusters directly applying the GT, so it is
under the supervised case. The results are shown in Fig. 1 and Table. 1, which
surpasses the baseline by a large margin. Due to the great potential for improv-
ing the clustering quality, we leverage the attribute label A = {a1, a2, ..., aNt

}
for fine-tuning the clustering results. Operating with the clustering results of the
final epoch of the baseline, there are mainly two cases. The first case is shown
in Fig. 2, where a cluster contains samples captured from two or more identities
and the samples from each identity could be separately clustered. And another
case is shown in Fig. 4, where a cluster contains many clusters but the samples
from some identities are just one or two, which cannot be individually clustered.

The process of AAC is shown in Fig. 5, where the samples in different shapes
denote the sample captured from different identities. The samples are classified as
the same cluster initially and re-clustered into the different clusters by applying
AAC.

In the training process, given the training samples {x1, x2, ..., xNt
} and cor-

responding attribute label {a1, a2, ..., aNt
}, we extract the feature embedding

{fg1 , fg2 , ..., fg2} from the encoder network. Then DBSCAN [4] is employed for
generating the pseudo labels {y1, y2, ..., yNt}. The samples which have the same
pseudo labels yi are classified as the same cluster and some clusters contain dif-
ferent attribute labels ai. For the samples which are in the same cluster and the
number of the samples with the same attribute label more than a threshold δ,
we document their attribute label as t1, t2, ..., tK , where K means the number
of different attribute label in one cluster. The signal δ is set for avoiding gen-
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erating some bad clusters with only a few samples which would be unbalanced
distributed. So in the AAC algorithm, we will ignore the second case above.

We use the yi → y′i to denote the process that the training sample xi should
be re-clustered with new pseudo labels y′i:

yi → y′i

s.t.

K∑
i=0,i̸=k

ai
⊕

ti = 0 (4)

The discussions of the threshold δ and the start epoch for applying the AAC
method are introduced in the ablation study.

4 Experiments

4.1 Datsets and Implementation

Datasets Market-1501 [14] is a widely used public person re-ID dataset, which
captured 12,936 samples with 751 identities in the training set, 3,368 and 15,913
samples captured from 750 identities for query and gallery set. The attribute
label is provided by [25], which has 27 attributes for each training sample.

Implementation The ResNet50 [13] pre-trained on ImageNet [21] is employed
for the encoder network. Followed [3], the feature embedding is 2048-d extracted
by a global average pooling, batch normalization, and the L2-normalization layer.

The input of the samples is resized to 128 × 256 and processed by random
horizontal flipping, padding, random cropping, and random erasing. The batch
size is equal to 256 (16 samples from each identity). Adam is applied for the
optimizer with 5e-4 of the weight decay. The initial learning rate is 5.5e-4 and
reduced to ten times smaller every 20 epochs in a total of 60 epochs.

The maximum distance is set to 0.6 and the minimal number of clusters is
set to 4 for the DBSCAN setting. The threshold δ is set to 5. and from the first
epoch, we start to apply the AAC method.

4.2 Comparison with State-of-the-arts

We compare the proposed method with stat-of-the-arts. The method with at-
tributes weakly supervised is few so we compare it with some SOTA USL papers.
For Table. 1, the ’Setting’ means the training case they applied and ’Auxiliary’
means whether any auxiliary information is leveraged. And the mAp, rank-1
score, rank-5 score, and rank-10 score of the proposed AAC method surpasses
the baseline [3] by 3.9%, 2.0%, 0.4%, and 0.6%, respectively.

Fig. 6 shows the performance comparison and cluster number comparison
among the baseline [3] (USL), AAC (weakly supervised), and baseline upper
bound (supervised). The right subfigure shows that the performance of the pro-
posed AAC surpasses the baseline a lot and is already close to the supervised
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Table 1. Comparison results with the state-of-the-arts on Market-1501 [14] dataset. In
the table, AAC denotes the proposed attribute auxiliary clustering algorithm by this
paper, GT denotes the ground truth, and the signal † denotes the results are tested
under the same implementation with the proposed idea. The best results are bold in
this table. Additionally, the upper bound of the baseline is shown as the maximum
limit of unsupervised work.

Method Reference Setting Auxiliary Market1501
mAP rank-1 rank-5 rank-10

LOMO [5] CVPR15 USL None 8.0 27.2 41.6 49.1
BOW [6] ICCV15 USL None 14.8 35.8 52.4 60.3
UDML [7] CVPR16 USL None 12.4 34.5 52.6 59.6

DECAMEL [8] TPAMI18 USL None 32.4 60.2 76.0 81.1
TJ-AIDL [17] CVPR18 Weakly Attribute 26.5 58.2 74.8 81.1

DBC [10] BMVC19 USL None 41.3 69.2 83.0 87.8
BUC [9] AAAI19 USL None 38.3 66.2 79.6 84.5

MMCL [11] CVPR20 USL None 45.5 80.3 89.4 92.3
SpCL [12] NeurIPS20 USL None 73.1 88.1 95.1 97.0
GCL [20] CVPR21 USL None 66.8 87.3 93.5 95.5
CAP [16] AAAI21 USL Camera ID 79.2 91.4 96.3 97.7
A2G [15] Access21 Weakly Attribute 71.6 87.4 95.2 97.2

ClusterContrast† [3] ACCV22 USL None 82.1 92.3 96.9 97.6
AAC This paper Weakly Attribute 86.0 94.3 97.9 98.5

Baseline-upper This paper Supervised GT 87.2 95.0 98.3 99.1

upper bound. For the left subfigure which shows the cluster number variation
with the training epoch, the cluster number increases very rapidly after applying
AAC in some of the first epochs. It is caused by the poor clustering quality, as
shown in Fig. 7, the clustering results of some of the first epochs are very bad
for training, most clusters contain many samples captured from many identities.
So when we apply the AAC idea with a small threshold δ, the cluster number
would increase a lot and then decrease to the stable situation with the training.

4.3 Ablation Studies.

In this section, we introduce the extended experiments about the starting epoch
for applying the AAC method and the effectiveness contributed by a changed
number of clusters. As shown in Fig. 7, the samples are mostly clustered into
wrong pseudo labels, so it is necessary for exploring whether the AAC should
be applied in the initial epoch. Table. 2 demonstrates the performance when
applying AAC in different start epochs with threshold δ=10, and Fig. 8 shows the
performance when applying AAC with the different epochs. The results indicate
that applying AAC during the training process achieves the best performance.

About the ablation study for the threshold δ, we test the performance from
4-10 for the Market-1501 dataset. The results do not have a linear pattern and
we achieve the best performance with δ=5.
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Fig. 6. The left subfigure shows the comparison of the number of clusters among the
baseline, baseline upper bound (supervised), initial cluster number (before applying
AAC), and cluster number after AAC (after applying AAC). The right subfigure shows
the comparison of the mAP performance among the baseline, baseline upper bound,
and the proposed AAC. The value of AAC is tested under the best performance.

Fig. 7. Parts of clustering results selected from the first epoch’s clustering results,
where the samples of the same row are selected from the same cluster. Among them,
the samples are mostly clustered into the wrong pseudo-label.
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Table 2. Retrieval accuracy with different epochs for starting applying the proposed
AAC method (δ=10 in this experiment).

Start Epoch Market-1501
mAP rank-1 rank-5 rank-10

0 84.9 93.6 97.3 98.2
5 84.6 93.6 97.4 98.3
10 84.2 93.8 97.5 98.2
15 83.2 92.9 96.9 97.8
20 83.0 92.6 96.7 97.7
25 82.7 92.7 96.7 97.6
30 82.6 92.4 96.6 97.7
35 82.2 92.3 96.5 97.5
40 82.0 92.3 96.5 97.6

Fig. 8. The performance when applying AAC in different epochs.

Table 3. Retrieval accuracy with different epochs for starting applying the proposed
AAC method.

δ
Market-1501

mAP rank-1 rank-5 rank-10
4 85.9 94.3 97.9 98.5
5 86.0 94.2 97.6 98.4
6 85.5 94.1 97.6 98.5
7 85.4 93.7 97.3 98.3
8 85.4 93.6 97.3 98.1
9 85.7 93.8 97.8 98.7
10 83.0 92.6 96.7 97.7
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Discussions: The effectiveness of applying AAC from the first epoch is best
because of the low inter-class variations which caused a low initial cluster number
in the Market-1501 dataset (the cluster numbers of some of the first epochs are
much smaller than the total identity number).

5 Conclusions

This paper proposes the attribute auxiliary clustering method for weakly super-
vised person re-identification work. It re-allocates the pseudo label for training
samples and effectively improves the performance and convergence speed com-
pared with the baseline. The experiments show that the proposed idea achieves
state-of-the-art.
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