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Abstract—Traffic accidents are the leading death rate
among accident categories. One of the major causes of
road traffic accidents is driver drowsiness. Many studies
have paid attention to this issue and developed driver as-
sistance tools to reduce the risk. These methods mainly
analyze driver behavior, vehicle behavior, and driver physi-
ology. This article proposes a driver eye status surveillance
system based on lightweight convolutional neural networks
(CNNs). The overall system consists of the following three
stages: Face detection, eye detection, and eye classifica-
tion. In the first stage, the system utilizes a small real-time
face detector, named nano YOLO5Face. The second stage
focuses on exploiting the compact CNN network architec-
ture combined with the inception network, and triplet atten-
tion mechanism. Finally, the system uses a simple classifi-
cation network architecture to classify open or closed eye
status. Additionally, this work also provides the datasets
for the eye detection task comprised of 10 659 images and
21 318 labels. As a result, the real-time testing reached
33.12 frames per second (FPS) and 25.11 FPS on an Intel
Core I7-4770 CPU @ 3.40 GHz [personal computer (PC)]
and a 128-core Nvidia Maxwell GPU (Jetson Nano device),
respectively.

Index Terms—Convolutional neural network (CNN),
driver eye status surveillance system, eye classification,
eye detection, face detection, triplet attention module.

I. INTRODUCTION

ROAD traffic accidents claim more than one million people
every year and 90% are caused by driver distraction [1].

Driving distraction can occur at any time while the vehicle is
operating due to many factors [2]. Drowsiness is a common
cause of distracted driving. Therefore, it is necessary to build
driver assistance systems that can avoid accidents. A driver eye
status surveillance system is an application built to alert drivers
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who are falling asleep. Drowsiness comes when the driver expe-
riences a long journey, uses alcoholic drinks, such as alcohol and
beer or has a medical condition. From those observations, the
researchers mainly focused on analyzing driver behavior, vehicle
behavior, and driver physiology [3]. Driver behavior can be
recognized by extracting features of the driver body, such as the
features of eyes, mouth, hands, head posture, and body posture.
Vehicle behavior is a method of surveillance for unusual vehicle
movements when going out of a lane, swerving on the road, or
interacting with other vehicles in the vicinity. Driver physiology
is monitored through electrical pulses from the heart rate, blood
pressure, and changes in body temperature. The development
of devices to monitor vehicle behavior and driver physiology
require complex, high-cost devices, and synchronous infrastruc-
ture. Moreover, wearable devices can cause discomfort to the
driver while operating and several natural factors in the driver
body can interfere with the received electrical signal. Realizing
the importance of eye status in the early stage [3] of sleep and the
abovementioned analysis, this article proposes a driver eye status
surveillance system. This system is based on lightweight CNNs
with a new version of attention mechanisms named the triplet
attention module. The use of lightweight CNN architectures to
optimize network parameters while it is still ensuring the feature
extraction process. On the other hand, the attention mechanism
helps the system to focus on processing information in the
eye area and ignores useless or background information. The
proposed system aims to detect the status of the driver eye
with the following three stages: face detection, eye detection,
and eye classification. The system is built on the mechanism
of driver eye status surveillance through the front-mounted
camera. It does not influence the operation or does not cause
unpleasant effects on the driver’s body, as the abovementioned
methods. The main contributions of this article are shown as
follows.

1) This work proposes two lightweight CNNs for eye
detection and eye classification tasks. These networks
are aggregated with a real-time face detector (nano
YOLO5Face) to build a three-stage driver eye status
surveillance system. The CNNs in this article are de-
signed for use in low-computing devices such as a CPU
and an Nvidia Jetson Nano. With network parameter
optimization based on compact architectural designs, the
proposed networks solve the problem of computational
and deployment costs. In addition, it is not invasive to the
driver during use.
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2) It also provides the datasets for locating the eye area in
images under different situations and follows the PAS-
CAL VOC dataset format. These are basic datasets for
machine learning developers who use features from the
driver eye. Along with the proposed eye detection and eye
classification networks, they can use in other fields, such
as eye-tracking, medical, and biomedical.

3) On the application side: the proposed system is tested
in real-time on a CPU-based personal computer and a
Jetson Nano device without high latency while ensuring
accuracy.

The rest of this article is organized as follows. Section II
introduces the related works in eye detection and classification
including the advantages and disadvantages of each technical
group. Section III explains in detail the proposed CNN archi-
tectures and real-time processing system. Section IV describes
and analyzes the experiments and results. Finally, Section V
concludes this article.

II. RELATED WORKS

A. Traditional Techniques

Traditional techniques relied heavily on the geometrical struc-
ture of the eye to detect the center eye position in an image or
video. The work in [4] applied the Isophotes Curvature Esti-
mation technique that determined the center of the eye and then
built a voting system for that point. The authors in [5] introduced
a method using an ensemble of randomized regression trees for
locating the pupil of the eye. The method in [6] localized the
center of the eye based on the image gradient and applied a
squared dot product between the center candidates and the image
gradient. The research in [7] used the Haar-like feature combined
with a K-means cluster to navigate the pupil and fit an ellipse
into the pupil using the Random Sample Consensus technique.
The approach in [8] proposed an inner product detector based
on correlation filters for detecting pupil landmarks. Traditional
approaches applied computationally complex techniques and
were very sensitive to environmental lighting conditions and
facial occlusion, although they provided useful information.

B. Machine Learning Techniques

The eye is an important organ of the driver body and its status
can reflect the first stage of drowsiness. From that observation,
many machine learning studies have achieved high efficiency
by focusing on exploiting and surveillance eye location. Several
basic machine learning methods have been applied, such as the
Haar wavelet and support vector machine (SVM) [9], histogram
of oriented gradient-based SVM [10], self-similarity informa-
tion combined with shape analysis [11], and Viola-Jones [12].
These techniques can overcome the disadvantages of traditional
methods and achieve higher accuracy. However, they also need
to be used in conjunction with other modern methods for im-
plementation in real-time systems. Nowadays, the impressive
advances of machine learning have made the development of
computer vision applications based on CNNs more and more
popular. In this trend, eye and pupil detection also used deep
and complicated CNNs for improving extraction features and

learning them. These CNNs were combined with multiple tasks
to fully exploit the ability to learn important information from
feature maps. Khan et al. [13] achieved 95% accuracy using
the eyelid curvature angle as the basis for determining whether
the eye is closed or open. The researchers in [14] considered
drowsiness detection as an object detection task by identifying
and detecting closed or open eyes. This work used a combination
of MobileNet with single shot multibox detector (SSD) and
achieved an average precision of 84%. The authors in [15] used
the facial landmark technique to calculate the eye aspect ratio
and eye closure ratio for drowsiness detection with 84% of
accuracy. The study in [16] used an ensemble of two lightweight
convolutional neural networks to extract and classify the eye
patch with high accuracy. Another work [17] proposed a 4-D
model for eye categorization by improving the VGG architec-
ture family. In summary, machine learning methods exhibited
outstanding advantages in feature extraction and eye location
detection. In general, these methods focused on exploiting the
features of the eyes and facial organs related to the sleepy state,
such as the eyelids and mouth. Meanwhile, these organs were
quite small in the image and lacked specialized datasets for
detection tasks. It required complex techniques, high computa-
tional costs to accurately detect those locations, and high labor
costs to annotate the datasets. Therefore, to simplify eye position
detection and reduce the computational cost of the system, this
article proposed an effective method of eye location detection
and eye classification based on lightweight CNN architectures.
Besides, this work also provides the datasets for eye position
detection, which is popularly used in the object detection field.

III. PROPOSED METHODOLOGY

A. Eye Detection Network

The detailed architecture description of this network is shown
in Fig. 1. It is built with four following modules: Shrinking,
inception, triplet attention, and detection modules.

1) Shrinking Module: This module mainly uses 3 × 3 con-
volution layers and strides of 1, 2, 1, 2 in the convolution and
max pooling layers, respectively. It helps to extract the basic
features of the eye and reduce the input image from 128 × 128
to 32 × 32. In addition, the concatenated rectified linear unit
(C.ReLu) module [18] is also applied to increase the efficiency
of feature extraction. C.ReLu is described, as shown in Fig. 2(a).

2) Inception Module: The inception module is made up of
six inception layers [19]. Each inception layer contains four
convolution branches. Each branch uses one to three 1 × 1 or
3 × 3 convolution layers. Following each convolution layer is
the batch normalization (BN) and the rectified linear unit (ReLU)
activation function. In addition, the second branch adds one more
max pooling layer to extract feature that is different from the
remaining branches. With the idea of expanding the network
width using multiple scales, this module increases the receptive
field for the network. It maintains the scaling of the input feature
map dimension 32 × 32 and provides output informative feature
maps. Fig. 2(b) shows the structure of the inception layer.

3) Triplet Attention Module: The triplet attention module [20]
consists of three branches that are shown in Fig. 2(c). It as-
sumes that the input tensor is F ∈ RC×H×W and passes it
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Fig. 1. Proposed eye detection network. It consists of shrinking, inception, triplet attention, and detection modules.

Fig. 2. Architecture of C.ReLU, (a) inception, (b) and triplet attention, (c) modules.

through each branch in this module. The first branch considers
the interaction between the width dimension and the channel
dimension of the feature map by applying a 90◦ anticlockwise
tensor rotation along theH-axis and the rotated tensor annotated
by F 1

1 ∈ RW×H×C . After that, F 1
1 go through the ZPool layer

and the dimension of F 1
1 is reduced to F 2

1 ∈ R2×H×C . Then, F 2
1

is passed to a 1 × 1 convolution layer followed by the BN layer,
which generates the output tensor of (1 ×H × C). This output
goes through the sigmoid function σ to obtain the attention
weights and applies them to the feature mapF 1

1 using the channel
element-wise multiplication operation. Then, the attention fea-
ture map rotates 90◦ clockwise along theH-axis to get the output
feature map, which is the same shape as the input feature map
F . Similarly, the second branch has the same architecture as the
first branch except that it focuses on the relationship between the
height dimension and the channel dimension. Hence, it applies
a 90◦ tensor rotation to the W -axis. The last branch also uses
the architecture of the first two branches but does not use tensor
rotation. The results from the three branches were aggregated
by simple averaging. Therefore, the final output of this module
is an attention feature map of size (C ×H ×W ). The process
of the attention module can be presented as

fTA =
1
3
(�(F 1

1 σ(φ1(F
2
1 )) + �(F 1

2 σ(φ2(F
2
2 )) + Fσ(φ3(F

2
3 ))

(1)

where σ is sigmoid activation function; φ1, φ2, and φ3 are
1 × 1 convolution layers followed by the BN layer. � is 90◦

clockwise rotation to retain original input shape. The ZPool

layer is presented as follows:

ZPool(F ) = [M0d(F ),A0d(F )] (2)

where 0d is 0th-dimension in which the max pooling (M) and
average pooling (A) layers apply in the concatenation operation
[·]. The ZPool layer takes an input tensor of shape (C ×H ×
W ) and generates an output tensor of shape (2 ×H ×W ). As
can be seen, the triple attention module considers the input fea-
ture map tensor on all three dimensions, increasing the network’s
ability to focus on the prominent features of the human eye
image.

4) Detection Module: First, this module uses four 1 × 1 and
3 × 3 convolution layers to further reduce the dimension of the
feature maps and produce four feature maps of 32 × 32 × 128,
16 × 16 × 256, 16 × 16 × 128, and 8 × 8 × 256. From these
output feature maps, the network only chooses two feature maps
with dimensions of 16 × 16 × 256 and 8 × 8 × 256 as inputs
for the detection module to detect eyes at two different levels.
Detectors use two sibling convolution layers for classification
and bounding box regression. To predict a bounding box, these
detectors use different predefined square anchors of 16, 24,
32, 40 for small and medium eyes, and 48 for large eyes. The
regression head generates a four-dimensional vector (x, y, w, h)
as the offset of the bounding box location. The classification head
generates a two-dimensional (eye or not-eye) vector as the label
classification.

5) Loss Function: The loss function consists of classification
loss and regression loss. The entire loss function is defined
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Fig. 3. Proposed eye classification network. It consists of two modules: backbone and classification.

as follows:

Led(pi, ti) =
1
Nc

∑
i

Lc (pi, p
∗
i ) + λ

1
Nr

∑
i

p∗iLr (ti, t
∗
i ) (3)

where Lc(pi, p
∗
i ) is the classification loss using the softmax-

loss defined in (4), Lr(ti, t
∗
i ) is the regression loss using the

SmoothL1 loss defined in (5), pi is the predicted probability
and p∗i is ground-truth label. ti is the center coordinates (x, y)
and dimension (height and width) of the predicted bounding box
and t∗i is the ground truth bounding box of object i. Nc is the
mini-batch size, Nr is the number of anchor locations, and λ is
the balancing parameter

Lc (Pi,P∗
i ) = −

∑
i∈Pos

xp
i log (Pi)−

∑
i∈Neg

log
(P0

i

)
(4)

where xp
i = {0, 1} is the indicator for matching between the

anchor box and ground-truth box of the object i. Pi and P0
i

are the probabilities for object and nonobject classification,
respectively. Pos is a positive sample and Neg is a negative
sample

SmoothL1(x) =

{
0.5x2, if |x| < 1

|x| − 0.5, otherwise.
(5)

B. Eye Classification Network

1) Network Architecture: The eye classification network is
described in detail as shown in Fig. 3. This network is simply de-
signed based on the basic usage of convolution, average pooling
layers, and the softmax function to classify eye status. The eye
classification network can be divided into two main modules:
backbone and classification. The backbone module uses four
convolution blocks and two separate convolution layers. Each
of these blocks contains two standard convolution layers and one
average pooling layer followed by BN and the ReLU activation
function. The kernel sizes used in these convolution layers are
7 × 7, 5 × 5, and 3 × 3, respectively, according to the depth
of the network. The feature extractor reduces the dimension of
the input image from 100 × 100 to 7 × 7. In the classification
module, this feature map is further reduced by the global average
pooling layer to 1 × 1, with the two channels corresponding to
the two classes in the dataset. Then, it applies the softmax func-
tion to calculate the probability of occurrence of the classes. The
global average pooling layer, BN, and dropout techniques are

Fig. 4. Block diagram of the proposed driver eye status surveillance
system.

Fig. 5. Real-time testing setting with all devices.

employed to optimize network parameters and avoid overfitting
issues.

2) Loss Function: The classifier uses the category cross-
entropy loss function to compute the loss during training. This
loss is shown as follows:

Lec = −
1∑

i=0

ti.log(Pi) (6)

where i is the index of each class (i = 0 to 1), t is the target
indicator (t = 0 or t = 1), log is natural logarithm function, and
P is the predicted probability of class i.

C. Real-Time Testing System

After training and evaluating each individual network on
the respective datasets, the networks are recombined into a
complete system and tested in real time, as described by the
diagram in Figs. 4 and 5. The overall proposed driver eye status
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surveillance system consists of a face detection network, an
eye detection network, an eye classification network, a camera
(TGCAM-2000STAR), and two mini speakers. First, the nano
YOLO5Face [21] network will detect the face areas in the videos.
The YOLO5Face achieves state-of-the-art performance in the
WiderFace dataset and the nano YOLO5Face is designed for
real-time face detection on embedded or mobile devices. Then,
these face areas are cropped and resized to 128 × 128 px as
input to the eye detection network. In the next step, the eye
detection network will detect the eye position in the previously
cropped face areas, crop, and resize to 24 × 24 pixel. This is the
most suitable size for eye areas chosen through many real-time
tests. Finally, based on these cropped eye regions, the eye clas-
sification network will perform the classification of eyes with
two statuses that are closed or open. If the closed eye exceeds
the time threshold (2 s—This time can be set up by users), the
speaker will sound a warning to the driver. The nonmaximum
suppression (NMS) algorithm is also used in the first two stages
to minimize the generation of redundant bounding boxes. The
testing system uses the video graphics array (VGA) and high
definition (HD) live-stream videos obtained from the camera
connected to a PC (Intel Core I7-4770 CPU @ 3.40, 8 GB
of RAM) and Jetson Nano device (128-core Nvidia Maxwell
GPU, 4 GB of RAM), and the full high definition (FHD) videos
captured from a cellphone and downloaded from YouTube. The
distance from the camera to the participant’s face is less than 0.5
m. The video resolutions used in this test were VGA (640 × 480
px), HD (1280 × 720 px), and FHD (1920 × 1080 px).

IV. EXPERIMENTS

A. Dataset

Along with the design of the eye detection network, this
article also proposes the eye datasets containing 10 659 images
with 21 318 eye labels assigned according to the PASCAL
VOC dataset format. The images in this dataset were collected
from the BioID Face [22], CEW [23], GI4E [24], FEI Face
dataset [25], and Yale Face Dataset B (YALEB) [26] dataset.
The eye positions in BioID Face, CEW, and GI4E datasets
are annotated automatically by the proposed Python program.
Specifically, the procedure is to select 1521 gray-scale images
with 384 × 286 pixel resolution from the BioID Face dataset.
Each image shows the front view of the faces of 23 different peo-
ple. From the center of the eye, the ground-truth bounding box
is generated with a square size of 36 × 36. Similarly, the CEW
dataset provides 2423 images with 100 × 100 pixel resolution,
including 1192 images with both eyes closed and 1231 images
with both eyes open. The ground-truth bounding box is also
annotated from the center of the eye with a size of 24 × 24 px.
The GI4E contains 1236 images from a standard camera with a
resolution of 800 × 600 px in PNG format. Based on the position
of the iris, the ground-truth bounding box is generated with a
size of 46 × 46 px. The FEI Face database is collected from
Brazilians aged 19 to 40 with distinct appearances, hairstyles,
and makeup. The images in this dataset are taken on a homoge-
nous background with up to 180◦ of rotation and a resolution
of 640 × 480 px. This work selects 2800 images to annotate the

eye areas with the LabelImg annotation tool. The YALEB is a
quite large dataset for the face detection and recognition field.
It contains 16 128 images of 28 people with 9 poses and 64
different illumination conditions. A set of 2679 images in this
dataset were randomly selected and then the eye areas were also
annotated using the LabelImg annotation tool. The LabelImg
software is written in the Python programming language and
presents a graphical interface in Qt. The bounding boxes of the
eye positions are dynamically drawn based on the actual position
of the eyes in the images. The location coordinates of eyes in
each image are generated and saved in an XML file that follows
the PASCAL VOC dataset format. Users can use these proposed
datasets for different purposes to exploit the eye areas in the
computer vision field.

For the eye classification network, the Closed Eyes In The
Wild (CEW) [23] and MRL Eye [27] datasets are used for train-
ing and evaluation. The CEW dataset consists of 4846 images
with 2384 closed eye labels and 2462 open eye labels. To enrich
the dataset, during training, dataset augmentation methods are
applied, such as vertical flip, contrast, and brightness changes.
The MRL eye dataset contains 84 898 images collected from 37
different persons (33 males and 4 females) by three sensors (Intel
RealSense RS 300, IDS Imaging sensor, and Aptina sensor).
Two datasets are separated into 80% for training and 20% for
evaluation.

B. Experimental Setup

1) Eye Detection Network: The eye detection network is
implemented by the PyTorch framework and trained with 300
epochs on a GeForce GTX 1080Ti GPU, 32 GB of RAM. It is
applied using several configurations, such as a batch size of 16,
weight decay of 5 × 10−4, momentum of 0.9, and the learning
rate is initialized by 10−3 and descends to 10−5 for training.
Stochastic gradient descent is also used to optimize the weight
during back-propagation. The balancing parameter λ is set to
10. The NMS algorithm applies a threshold of 0.5.

2) Eye Classification Network: The eye classification net-
work is built using the Keras framework and trained with basic
settings for the classification task on a GeForce GTX 1080Ti
GPU, with 32 GB of RAM. Specifically, the network goes
through 200 epochs with the Adam optimization method and
a batch size of 16. The learning rate is initialized to 10−4 and
decreases after 10 epochs with a factor of 0.75 if the accuracy
does not improve.

C. Experimental Results and Analysis

1) Eye Detection Network: This network plays an important
role in determining the accuracy and efficiency of the entire eye
status detection system. The eye detection network is trained
and evaluated on proposed datasets based on BioID Face,
CEW, GI4E, FEI Face, and the YALEB dataset. Additionally,
to make a fair comparison with other network architectures,
this work refines and retrains the FaceBoxes architecture [28],
five variants of SSD architecture [29], nine variants of YOLO
architecture [30], and the proposed network architectures with
the change of attention modules (SE: Squeeze-and-Excitation,
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TABLE I
COMPARISON RESULT OF EYE DETECTION NETWORK ON INDIVIDUAL PROPOSED DATASETS

BAM: Bottleneck Attention Module, CBAM: Convolutional
Block Attention Module). From the results in Table I, it demon-
strates that this network has superior detection capabilities com-
pared to FaceBoxes and SSD network architectures on the CEW
and FEI datasets except for all YOLO network architectures with
a 96.50% and 97.14% AP, respectively. For the GI4E dataset,
the proposed network achieves 98.12% AP, and it surpasses
FaceBoxes and other network architectures except for SSD300,
SDD512, and all YOLO network architectures. However, the
number of parameters of the original SSD, YOLOV3, YOLOV4,
and YOLOV5m are 24.60, 8.98, 62.61, and 21.82 times larger
than the proposed network architecture, respectively. For the
BioID dataset, this experiment achieves an approximate AP
when replacing the triplet attention module by BAM with an
accuracy of 98.35% and 99.05% AP, respectively. However,
the BAM has more than 4157 network parameters. It also
outperforms the other compared network architectures except
for YOLO network architectures. In the end, the proposed
network reaches a 99.66% AP on the YALEB dataset. This
result is comparable to the FaceBoxes network, outperforming
both SSD300 and SSD512, and it is better than several YOLO
network architectures. However, it is slightly weaker than the
other proposed network architectures. The reason is the YALEB
dataset contains a large number of black and white images
with many different lighting conditions levels. This makes it
difficult for lightweight or shallow architectures to distinguish
small objects in the driver eye regions. In terms of computational
complexity, the proposed network is only marginally larger than
the FaceBoxes network at 0.09 GFLOPs, greatly smaller than
the SSD and YOLO network families [from 13 times (YOLOV4-
Tiny) to 336 times (SSD512)].

2) Eye Classification Network: The eye classification net-
work achieves accuracies of 97.53% and 98.52% on the CEW
and MRL eye datasets, respectively. It outperforms all networks

TABLE II
COMPARISON RESULT OF THE EYE CLASSIFICATION NETWORK WITH

POPULAR CLASSIFICATION NETWORKS ON CEW AND MRL EYE DATASETS

with just 632 978 parameters and 0.0067 GFLOPs. Specifically,
when compared with the AlexNet architecture, the parameters
and computational complexity of AlexNet are 106 and 201
times larger but it only achieves an accuracy of 96.71% and
98.42%, which is lower than the proposed network 0.82% and
0.10% on the CEW and MRL Eye datasets, respectively. With
the SqueezeNet architecture, the parameters and computational
complexity of the proposed network are nearly 2.5 and 0.84
times larger, but the accuracy of the proposed network is nearly
twice as large on the CEW dataset and 0.20% better on the MRL
Eye dataset. Table II shows a detailed comparison of results
between the proposed eye classification approach and popular
classification networks.

3) Real-Time Analysis: The proposed real-time driver eye
surveillance system is described in Section III-C. As a result, the
system correctly predicts the eye status with different head poses
and situations, such as wearing glasses, facemasks, hats, wearing
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Fig. 6. Qualitative results of eye status surveillance system in VGA video live-stream on Jetson Nano device with three participants, (a) in VGA
video live-stream on CPU-based PC with the single participant in different head pose and situations in the laboratory, (b) and in VGA video recorded
in the car on CPU-based PC, (c) illumination changes (1–3), infrared video (4), myopia glasses (5), sunglasses (6), and the night vision glasses (7).

TABLE III
SPEED PERFORMANCE OF THE SYSTEM IN REAL-TIME TESTING ON PC AND

JETSON NANO DEVICE

both hat and facemask [see Fig. 6(a) and (b)], the changes
of illumination, infrared video, and wearing different kind of
glasses [see Fig. 6(c)]. The face detection network reaches up to
228.82 FPS on a CPU with VGA resolution and this is reduced
to a minimum of 76.73 FPS on a Jetson Nano device with
FHD resolution. Likewise, the eye detection network reaches
39.59 FPS on a CPU with VGA resolution and decreased to a
minimum of 30.13 FPS on a Jetson Nano with HD resolution. In
contrast, the eye classification network maintains speeds from
68.12 FPS on a CPU with HD resolution to 77.31 FPS on a
Jetson Nano device with FHD resolution. The classification
ability of the eye classification network on the Jetson Nano
device is slightly better than that of the CPU. In total, the system
reaches a minimum speed of 20.23 FPS on a Jetson Nano device
with FHD resolution and a maximum speed of 33.12 FPS on
a CPU with VGA resolution. The detailed execution speeds on
the CPU and Jetson Nano devices are shown in Table III. This
research also compares the speed of the proposed system and
other methods in real-time testing. The experiment in [16] is
conducted with two types of devices: Nvidia Xavier (512-core

Fig. 7. Speed comparison between the proposed method and others
in real-time testing on VGA (640 × 480) resolution.

Volta GPU and 64 GB of RAM) and Raspberry Pi 3 (quad-core
ARM Cortex-A53 CPU and 1 GB of RAM) with Intel Neural
Compute Stick 2 (RPi3+NCS2). This work achieves 62 FPS
and 11 FPS, respectively. The results in Table III and Fig. 7
prove that the speed of the proposed system is fall between
the two above experiments and it works well in real-time with
negligible delay to accurately predict the eye status in VGA
resolution. The potential of the proposed system is that it can
be deployed in real-time monitoring systems for drowsiness
warnings in vehicles and in industry.

The proposed driver eye status surveillance system can be
highly influenced by lighting conditions, which can significantly
reduce the system’s ability to detect eye areas. On the other hand,
the distance and angle from the camera to the driver face is a
factor that increases or decreases the size of the detected face and
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TABLE IV
ABLATION STUDY OF EYE DETECTION NETWORK ON CEW DATASET

changes the accuracy. Besides, when the driver uses sunglasses,
it is not possible to identify the eye areas because most of the eye
area has been obscured. In this case, the system cannot recognize
eye locations or predict the closed status. However, when using
night vision glasses for driving, the detection results are still
very accurate even when driving at night. Technically, because
the system uses three stages, the execution speed is affected and
depends heavily on the face detection network. In addition, the
ability of the eye detection network also determines most of
this speed. Therefore, shortening the system down to only two
stages for direct eye detection and classification is necessary.
This technique will greatly enhance performance on real-time
systems. Fig. 6(c) shows VGA video testing results with different
participants and different conditions on the CPU.

4) Ablation Studies: For the proposed eye classification net-
work, this experiment evaluates the influence of the optimization
methods and GAP layer. The ablation study 1 replaces the Adam
optimizer with the AdamW optimizer, the accuracies achieved
on CEW and MRL Eye datasets are 97.50% and 98.44%, respec-
tively. The experimental results show that Adam is better than
AdamW in optimizing the proposed eye classification network.
For ablation study 2, this work replaces the GAP with fully con-
nected (FC) layers using only one hidden layer (1024 network
nodes) for training and evaluation in the same setting. The eye
classification network has accuracies of 96.29% and 98.34% on
CEW and MRL Eye datasets, respectively. This result is worse
than the eye classification network that uses GAP (1.24% of
accuracy on the CEW dataset and 0.18% of accuracy on the
MRL Eye dataset). In addition, FC also increases a lot of network
parameters (103 426 parameters) and computational complexity
(0.6588 GFLOPs). Therefore, the use of GAP in the proposed
eye classification network contributes greatly to the optimization
of network parameters and computational complexity, aiming to
apply on low computational devices.

To evaluate the effectiveness of different components in the
eye detection network, each module was omitted during training
and evaluation, then the results with the entire eye detection
network were compared. The results in Table IV demonstrate
that the use of the triplet attention module is necessary to increase
the prediction ability (adding 1.71% to the AP) and maintain the
parameters of the entire network. The omission of the inception
module reduces a lot of network parameters (0.227 million
parameters) but the precision is not significantly reduced (by
only 0.2% of the AP). Therefore, the inception module may be
omitted when designing the network to optimize the number
of parameters. The C.ReLU module increases the efficiency of

the feature extraction so when omitted it can reduce the AP
by nearly 1%. Finally, using more than two detectors does not
increase predictability, on the other hand, it increases the number
of network parameters.

V. CONCLUSION

This article proposes a three-stage driver eye status surveil-
lance system that includes face detection, eye detection, and eye
classification stages. The research builds a complete driver eye
surveillance system that achieves 33.12 FPS on VGA resolution.
In addition, this work also provides the eye detection dataset
in various scenarios. They serve as a foundation for drowsiness
warning applications in smart vehicles. In the future, a two-stage
driver eye status surveillance system will be developed focusing
on the eye detection network modification to directly detect and
classify the eye status without the face detection phase. The
new system is applied in the night driving environment with the
infrared camera.
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