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Abstract: Facial gender detectors have evolved into a vital component of an intelligent advertisement display platform.
It is helpful to assist a decision of delivering appropriate advertisements to each audience. To reduce system costs,
applications deployed in this platform must be able to run on a CPU. This work proposes a facial gender detector (FG-
CPU) that can be implemented on a CPU device to support an advertising display platform. The proposed CNN model
consists of a multi-dilated convolution with attention modules (MudaNet). The multi-dilated convolution is applied to
capture multi-scale features in an efficient manner. The attention module is used to rectify the quality of the feature map.
This work’s training and validation process is conducted on the UTKFace, the Labeled Faces in the Wild (LFW), and
the Adience Benchmark datasets. As a result, the proposed CNN model is proven to compete with other common and
lightweight competitors’ CNN models on these three datasets. Regarding speed, the detector can operate 49.19 frames
per second in real-time on a CPU device.
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1. INTRODUCTION

Smart advertisement displays have been widely aris-
ing in recent years. They can be seen in public places
like airports, markets, and hotels [1]. Practically, adver-
tisement displays have the advantage of dynamic content
that can be easily personalized and customized. However,
the market demands an improved approach to delivering
targeted ads to the audience [2]. It can be achieved by
analyzing the audience’s attributes facing the platform.

Gender is one of the demographic attributes that the
platforms can utilize to segment the audience [3]. By rec-
ognizing the gender, the advertisement display platform
can deliver more relevant ads for each audience [4, 5].
Recognizing gender is performed by detecting and clas-
sifying a face in real-time through a camera mounted on
the platform. In its application, an advertisement display
platform demand a low-cost device to reduce the imple-
mentation cost [6, 7]. Therefore, it requires a facial gen-
der detector that can be properly performed on a low-cost
device or a CPU.

The deep learning technique based on Convolutional
Neural Network (CNN) is extending rapidly and has
many successes in recognition technology. Various CNN
models have been developed to build recognition sys-
tems, especially in recognizing facial gender. In [8], a
CNN model, namely HyperFace-ResNet, has been pro-
posed to predict gender based on a face. It reached 94%
and 98% accuracy on LFW and CelebA datasets, respec-
tively. It used ResNet as a baseline that applied a shortcut
connections mechanism between the lower and deeper
layers. Another work [9] proposed a CNN model to pre-
dict gender based on a face and reached 89.97% accuracy
on the UTKFace dataset.

The utilization of CNN to recognize gender through
a face has also been applied in advertising displays in
previous work. In [1], the MobileNetV2 model was uti-

lized to develop a real-time gender detector. It was im-
plemented on a CPU device in the advertising displays
platform. The model produces 3.5 million number of pa-
rameters, which is still quite a lot, although it employs
a mobile version of the CNN model. Another work [10]
designed an efficient CNN model called MPConvNet that
proposed a multi-perspective convolution with various
kernel sizes. It only produces 659,650 parameters and
reached 92.32% accuracy on UTKFace. It can run 38.72
frames per second when integrated with face detection.
The facial gender detector will operate more effectively
and quickly with fewer parameters. This work presents
a facial gender detector with a light parameter that can
perform gender recognition efficiently.

A facial gender detector (FG-CPU) presents a multi-
dilated convolution with attention modules (MudaNet).
The multi-dilated convolution is applied to capture multi-
scale features in an efficient manner. The attention mod-
ule is employed to escalate the quality of the feature map
resulting from the convolution operation in the previous
layer. The model generates few parameters and presides
the detector to run speedily. Therefore, this model can
be applied to CPU-based or low-cost devices. The main
contribution of this work outlines as follows:

1. A multi-dilated convolution model with attention
modules (MudaNet) is promoted, which generates few
parameters and makes the model efficient. The attention
modules can strengthen the face’s essential features that
increase the accuracy of the facial gender recognition out-
come.
2. A facial gender detector is introduced, which can op-
erate speedily on a CPU device in real-time. The pro-
posed CNN model’s performance is proven to compete
with other general and lightweight CNN models on UTK-
Face [11], Labeled Faces in the Wild (LFW) [12], and
Adience Benchmark [13] datasets.
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Fig. 1. The proposed CNN model of the facial gender detector. It implement a multi-dilated convolution with channel
and spatial attention modules to extract features of a face.

2. PROPOSED MODEL

The proposed CNN model employs three branches of
convolution layers sequence with attention modules, as
seen in Fig. 1. It consists of a backbone and classification
module. The backbone consists of multi-dilated convolu-
tions and attention modules, which extract face features,
and the classification module predicts the gender. It gen-
erates 674,760 parameters.

2.1 The Backbone
The FG-CPU offers a backbone module consisting of

three perspectives convolution layers sequence with at-
tention modules. It is used to extract face features. In-
spired by the backbone in [10], each perspectives or
branch consists of three 3 × 3 convolution layers. Un-
like in [10], it uses different dilatation rates. The first
branch uses dilation rate 1 (no dilation), the second uses
dilation rate 2, and the last uses dilation rate 3. In order
to fetch more information at a higher level of the feature
map, the 3 × 3 convolution layers in every branch are
arranged sequentially with a two-times kernel increasing
from 16, 32, and 64. It applies a few kernel numbers to
press the number of parameters. It will make the model
more efficient.

In this model, a batch normalization (BN) procedure
[14] and Scaled Exponential Linear Units (SELU) activa-
tion [15] are used after every convolution layer to bargain
with the gradient issue. The dropout mechanism is also
put in previous to the second and last convolution layers
to avoid overfitting [16]. Further, it applies a max-pooling
operation with two strides to shrink the feature map. We
put a max-pooling layer with 4 × 4 sizes after the first
convolution layer and 2 × 2 sizes after the second and
the third convolution layer. The 4 × 4 sizes objectives to

recap the wider area in the low-level feature of the pro-
posed model.

2.2 The Attention Modules
An attention technique is a strategy implemented in

deep learning for selectively focusing on specific fea-
tures of the images while disregarding others. Inspired
by the attention technique in [17], we propose channel
and spatial attention modules that only use the global
average-pooling function to make the operation more ef-
ficient. In the proposed channel attention module, the
global average-pooling operation aims to aggregate spa-
tial information of each feature map. It generates a fea-
ture vector that represents the feature outline of the re-
lated channel. Further, layer normalization (LN) [18] is
used to stabilize the distributions of layer inputs, followed
by Sigmoid activation employed to normalize the atten-
tion weights. In the last, a channel-wise multiplication is
performed with the original tensor.

The global average-pooling operation in the proposed
spatial attention module aggregates spatial information
across the channel. It creates a spatial attention map by
leveraging the inter-spatial relationships between feature
maps. A layer normalization (LN) is also applied after the
global average-pooling operation, followed by Sigmoid
activation employed to normalize the attention weights.
In the last, a spatial-wise multiplication is performed with
the original tensor. In short, the proposed channel atten-
tion is illustrated as Eq. (1), and spatial attention is illus-
trated as Eq. (2).

CA(x) = x ∗ σ(LN(Gac(x))), (1)

SA(x) = x ∗ σ(LN(Gas(x))), (2)
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Gac : Global average pooling of each channel 
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Fig. 2. The proposed channel attention module (a) and
spatial attention module (b).

where Gac is the global average-pooling operation to
summarize the spatial information from each channel,
Gas is the global average-pooling operation to summa-
rize the spatial information across the channel, x is an
input of the attention module, LN indicates the layer nor-
malization procedure, and σ refers to the Sigmoid activa-
tion function. The Sigmoid activation equation is repre-
sented as Eq. (3).

S (x) =
1

1 + e−x
, (3)

where x is an input of the function representing a logit
score from the output of the network’s last layer, and e is
Euler’s number.

Unlike [17], we do not apply a shared network con-
taining a multi-layer perceptron (MLP) and a convolu-
tion operation after the global average-pooling operation
in the channel and spatial attention modules to make the
modules more efficient. Fig. 2 shows the proposed at-
tention modules. The channel attention module is placed
after the second and the third convolution layer. It will
improve the quality of the middle and high-level features
of the proposed model. The spatial attention module is
only placed after the second channel attention module,
which makes the model focus on ‘where’ is an informa-
tive spatial region after the proposed model extracts the
high-level features of the proposed model. This place-
ment also aims to make the model more efficient than
placing these two attention modules after all convolution
layers.

2.3 Classification Module
The classification module is used to classify features

resulting from the feature extraction process on the back-
bone. It applies two dense or generally called fully-
connected layers (FC). The first FC comprises 64 units,
followed by batch normalization and ReLU (Rectified

Linear Unit) activation layer. The final FC contains two
units, followed by the Sigmoid activation, which trans-
forms the output of the preceding layer into two possi-
bilities expressing the prediction outcome as a first-class
(male) or second-class (female). A dropout technique is
used before the final fully-connected layer to stave off
overfitting.

2.4 Face Detector
Face detection is conducted to detect and obtain a Re-

gion of Interest (RoI) of a face. It is obtained as a prior
operation executed before the facial gender prediction
process. It necessitates an efficient face detector as a part-
ner that makes the facial gender detector appropriate to
run in real-time. This work utilizes a face detector on
[19]. This detector consists of twelve convolutional lay-
ers and six kinds of anchors, which only produce a few
parameters. It drives the detector qualified to sprint in
real-time. The RoI resulting from this detector will then
be cropped and scaled to a particular size following the
gender recognition input.

3. IMPLEMENTATION SETUP

In this work, the NVIDIA Tesla V100-PCIe 32GB
is utilized as an accelerator to train the proposed CNN
model. It uses UTKFace, LFW, and Adience Benchmark
datasets as a training and validation process. Three hun-
dred epochs are applied for the training process, which
sets 10−2 as an initial learning rate. It performs a reduc-
ing learning rate mechanism in which the learning rate
will decrease to 75% in every 20 epochs when there is no
revision. In this work, the Adam optimizer is selected to
revise the weight based on the Binary Cross-Entropy loss.
A batch size of 256 is also chosen to hasten up the paral-
lelism process of high-performance GPUs. Moreover, the
proposed model is tested on Intel Core i7-9750H CPU @
2.60GHz with 20GB RAM and implemented on Tensor-
flow and Keras framework.

4. EXPERIMENTAL RESULTS

This section describes the performance evaluation of
the proposed CNN model on three datasets benchmark:
UTKFace, LFW, and Adience. This section also com-
pares the speed of the proposed model on a CPU device
to the other CNN models.

4.1 Evaluation on Datasets
4.1.1 UTKFace

The dataset contains more than 23,000 face images la-
beled in age, gender, and ethnicity. For age, this dataset
ranges from 0 to 116. The dataset also provides vari-
ations in resolution, expression, lighting, position, etc.
The aligned and cropped faces version of the UTKFace
dataset is used in this case. In this work, we divide the
dataset into 70% (16,600 images) as training and 30%
(7,108 images) as testing sets. A random permutation



Table 1. Evaluation results on UTKFace, LFW, and Adi-
ence datasets.

Model Number of
Parameters

Validation
Accuracy

(%)
Evaluation on UTKFace

InceptionV3 21,806,882 88.26

SqueezeNet + BN 735,306 89.24

VGG13 + BN 34,467,906 89.28

VGG16 + BN 39,782,722 89.30

ResNet50V2 23,568,898 89.35

VGG11 + BN 34,413,698 89.43

Hamdi & Moussaoui
[9]

530,034 89.97

MobileNet V2 2,260,546 90.49

Krishnan et al.
(VGG-19) [20]

143,667,240 91.50

Krishnan et al.
(ResNet-50) [20]

25,636,712 91.60

Krishnan et al.
(VGG-16) [20]

138,357,544 91.90

Savchenko [21] 3,491,521 91.95

MPConvNet [10] 659,650 92.32

MudaNet 674,760 92.66
Evaluation on LFW

Althnian et al. [22] 15,473,190 72.50

Rouhsedaghat et al.
[23]

16,900 94.63

Greco et al. [24] 3,538,984 98.73
MudaNet 674,760 96.22

Evaluation on Adience Benchmark
Althnian et al. [22] 15,473,190 83.30

Greco et al. [24] 3,538,984 84.48

Opu et al. [25] 210,050 85.77
MudaNet 674,760 84.85

split mechanism is set, which will randomly reorder the
images in a different order than the earliest or previous
order. By employing only 674,760 parameters, the Mu-
daNet reaches 92.66% in validation accuracy. The result
exceeds impressive CNN models such as VGG, ResNet,
Inception, MobileNet, and SqueezeNet, as seen in Table
1. Furthermore, MudaNet reaches the validation accu-
racy overtaking the three lightweight CNN models, [9],
SqueezeNet with batch normalization, and MPConvNet,
which differed by 2.69, 2.17, and 0.34, respectively.

4.1.2 Labeled Faces in the Wild (LFW)
The dataset contains more than 13,000 face images

with a low balance between females and males, about

Table 2. Comparison of model speeds on a CPU.

Model Gender
Recognition

(FPS)

Face
Detection +

Gender
Recognition

(FPS)
InceptionV3 27.85 25.02

ResNet50V2 33.43 29.44

VGG16 + BN 38.36 33.07

VGG13 + BN 47.43 39.72

VGG11 + BN 52.66 43.66

MobileNet V2 55.94 46.16

Squeezenet + BN 97.05 71.08

MudaNet 60.03 49.19

23% and 77%, respectively. By applying a random per-
mutation split, we divide the dataset into 70% (9,263
images) as training and 30% (3,971 images) as test-
ing sets. With only 674,760 parameters, the MudaNet
reaches 96,22% in validation accuracy. It also reaches
competitive performance of validation accuracy with the
two lightweight CNN models, [24] and [23], as seen in
Table 1. However, the MudaNet becomes the second-
best, after [24] with 3,538,984 parameters, which differed
only by 2.51. Even so, the MudaNet has 80.93% fewer
parameters.

4.1.3 Adience Benchmark
The dataset contains more than 26,000 face images la-

beled in gender and age. For age, this dataset ranges from
0 to 60. The dataset also provides variations in noise, ap-
pearance, pose, lighting, position, etc. This work elim-
inates data that contains missing values on the dataset,
which generates 17,492 face images. By applying a ran-
dom permutation split, we divide the dataset into 70%
(12,244 images) as training and 30% (5,248 images) as
testing sets. With only 674,760 parameters, the MudaNet
reaches 84,85% in validation accuracy. It also reaches
competitive performance of validation accuracy with the
two lightweight CNN models, [25] and [24], as seen in
Table 1. However, the MudaNet becomes the second-
best, after [25] with 210,050 parameters, which differed
only by 0.92.

4.2 Runtime Efficiency
MudaNet, a proposed CNN model with a few param-

eters, is offered to support advertisement displays that
can perform on a CPU device in real-time. MudaNet
produces only 674,760 parameters that can appropriately
recognize facial gender in real-time, especially when it
is incorporated with face detection. MudaNet can run
60.03 frames per second for gender recognition and 49.19
frames per second for gender detection, which is incor-
porated with face detection on [19]. As can be seen in



(a)

(b)

Fig. 3. The precise detection result (a) and the imprecise detection results (b) of the FG-CPU detector.

Table 2, MudaNet becomes the second-best rapid facial
gender detector on a CPU compared to other common
and lightweight CNN models. Even though Squeezenet
has become the fastest facial gender detector on the CPU,
the accuracy is lower than MudaNet, with a difference of
3.42. The recognition results of the FG-CPU detector can
be seen in Fig. 3 (a). The white bounding box refers to a
female face, and the blue bounding box refers to a male
face.

4.3 Multi-pose Limitation
The FG-CPU detector with the MudaNet model is

trained on the UTKFace dataset, which consists of some
pose variations. However, the dataset does not provide
numerous examples of every pose variation, particularly
yaw and roll pose face. It makes the detector perform im-
precise in recognizing some facial gender cases with the
yaw and roll pose face. The inaccurate recognition re-
sults of the FG-CPU with the yaw and roll pose case can
be seen in Fig. 3 (b).

5. CONCLUSION

This work presents a facial gender detector on a CPU
(FG-CPU) with a lightweight CNN model. It proposes
a multi-dilated convolution with attention modules (Mu-
daNet) that utilize three-branch convolution layers. It
constructs an efficient model that produces few param-
eters. The channel and spatial attention modules are em-
ployed to improve the previous convolution layer output

quality. Based on the experimental results, MudaNet is
proven to compete with other general and lightweight
CNN models based on accuracy in three benchmark
datasets: UTKFace, LFW, and Adience. As a result, the
FG-CPU can operate 49.19 frames per second in real-
time on a CPU device to recognize the facial gender.
The proposed detector speed competes with other com-
mon and lightweight competitors’ CNN models. In fu-
ture work, a facial gender dataset with various poses will
be explored to address the imprecise recognition of the
multi-pose face.
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