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Abstract—The specific person search is the foundation of a
wide range of applications in intelligent security and surveillance
systems. Although detection and re-id have been widely studied,
they are difficult to apply to practical applications directly.
Therefore, this paper focuses on person search, which aims to
solve person detection and person re-identification (re-id) jointly.
The common practice is to append the standard detection loss
and re-id branches parallelly on Faster RCNN. The traditional
re-id utilized Online Instance Matching (OIM) to pull a sample
closer to its identity class. However, the relationship among Rols
of an image has not been fully explored in previous methods.
To address this issue, we propose Background and Foreground
Contrastive Loss (BFCL) to further boost re-id performance.
We consider that Rols from one image have a high probability
of containing similar patterns, which might disturb the re-id
performance. Therefore, we proposed BFCL to strengthen the
learning of distinguishing similar background and foreground
by leveraging inter-Rols pairwise similarity. In summary, our
method jointly optimizes the regression loss, classification loss,
re-id loss, and the proposed BFCL for achieving optimal perfor-
mances in person search model. Experiments are performed on
two large-scale person search datasets, CUHK-SYSU and PRW.
Results show that the proposed BFCL consistently boosts the per-
formance of the baseline framework SeqNet in two datasets. The
improved results demonstrate the effectiveness of the proposed
BFCL and the necessity of exploring the relationship among Rols.

Index Terms—Person search, contrastive learning

I. INTRODUCTION

Intelligent security and surveillance systems have become
an active research area in recent years because of the in-
creasing demand for public safety, the widespread camera
network in public places, the expensive human labor, and the
growing practicability of computer vision in the industry. As
the foundation of a wide range of applications in intelligent
security and surveillance systems, person search has drawn
considerable attention recently with the increasing demand for
person re-identification (re-id) in real-world applications, such
as the specific person searching, multi-object multi-camera
tracking [1], and human activity analysis [2].

The person re-id aims to retrieve images containing the same
identity. Although extensive person re-id methods [3]-[7] have
been proposed, recent researchers [8]-[10] found out that there
is still a big gap between the person re-id system setting and
real-world application. The person re-id systems are trained
using well-cropped images, however, person detectors might

produce wrong-cropped images in practical applications. To
close the gap, recent researches [8]-[13] tend to solve person
detection and re-id jointly, namely person search.
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Fig. 1. Illustration of the person searching system.

An illustration of the person search system is shown in
Fig. 1. The person search system aims to detect the specific
person regions from realistic and uncropped images. Then,
based on detected person regions, the system retrieves the
specific person regions that contained the same identity as a
query image by matching detected regions with query images.

The person search can be considered as an integrated
task of person detection and person re-identification. The
existing person search framework can be summarized into two
categories: two-step framework and end-to-end framework.
Two-step methods [14], [15] tackled the detection and re-
id with two separate models. End-to-end methods [9]-[13]
unified detection and re-id tasks in one model by attaching
the original detection and re-id branches parallelly. In general,
two-step methods yield better performance but they are time-
consuming and heavy, and end-to-end methods are faster and
simpler but they can not obtain satisfactory re-id results. It
is because the inconsistent objectives [1], [14], [16], [17]
between detection and re-id. More specifically, detection tends
to produce similar features for person regions to distinguish
them from backgrounds, but re-id tends to produce different
features for person regions to further subdivide them into
identities.

Chen et al. [14] first revealed the above goal conflict
between the detection and re-ID. They argued that sharing
features between the detection and re-ID tasks is not appro-
priate and therefore two-step methods yield better performance



than end-to-end methods. Chen et al. presented a Mask-Guided
Two-Stream (MGTS) method to eliminate the conflict. Wang
et al. [18] considered the consistency between detection and
re-ID stages and introduced a Task-Consist Two-Stage (TCTS)
framework. Recent end-to-end works also start to tackle the
goal conflict between detection and re-id and further improve
the person search performance. Chen et al. [13] proposed a
Norm-Aware Embedding to decompose embedding into norm
and angle for detection and re-id respectively. Li et al. [12]
proposed a Sequential End-to-end Network (SeqNet), which
employed an extra detection head to provide high-quality
Region of Interests (Rols) and embedding for re-id.

Although previous methods achieved good results, the re-
lationship among Rols of an image has not been explored.
Intuitively, an input image has its own characteristic patterns
and therefore Rols from the image have high probabilities of
containing similar patterns. Three examples are illustrated in
Fig. 2. The Rols in Fig. 2(a) mainly contain sky, grassland,
or stone. Rols in Fig. 2(b) contain desert. Rols in Fig. 2(c)
contain a stage with green light. Moreover, person regions
(foregrounds) from the same image are more difficult to
classify than person regions from different images because of
similar patterns. To address this issue, we propose Background
and Foreground Contrastive Loss (BFCL) to further boost re-
id performance by leveraging inter-Rols pairwise similarity.
With the help of BFCL, the person search model is able to
differentiate similar Rols for re-id.

The contributions could be summarized as four-fold. (1)
Although CQ is widely used in previous works [9], [12],
[13], we found out CQ cannot yield consistent gains in two
datasets. (2) The proposed BFCL helps the model learn more
discriminative features of the foreground. (3) The proposed
BFCL can exploit the unlabeled identities without building
a storage-consuming memory bank as [9]. (4) Our proposed
BFCL shows exceptionally strong performances.

The remainder of this paper is organized as follows. Section
IT describes the proposed method. In section III the dataset,
the implementation details, and extensive experimental results
are reported and analyzed. Finally, Section IV concludes this

paper.
II. PROPOSED METHODS

In this section, we revisit the end-to-end person search
network SeqNet [12], which is the baseline framework of
our work. Then, we introduce the overview of person search
architecture. At last, he proposed Background and Foreground
Contrastive Loss (BFCL) in detail.

A. Architecture Overview

SeqNet is the baseline framework of our work. The archi-
tecture of the SeqNet with our proposed BFCL is illustrated
in Fig. 3(a). SeqNet extracts the 2048d features using Faster
RCNN [19], which contains a backbone network ResNet50
[20], a Region Proposal Network (RPN).

During training step, there are four loss in SeqNet, i.e., L
LY., L2.., L?.. Superscripts '

cls> “reg’
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Fig. 2. Examples of backgrounds (red boxes) and foregrounds
(green boxes) Rols in (a)-(c) three different input images.
The number at the top left corner represents the identity i.
1 = 0 indicates background, and 7 > 0 indicates foreground.
Different ¢ means different identity.

second head of SeqNet, and subscripts .4 and . indicate the
regression and classification loss, respectively.

For an input image x, 128 numbers of proposals are selected
then aligned into 1024 x 14 x 14 Rols by RolAlign. The
res5 in ResNet50 extracted these Rols into 2048d features
to calculate the box regression loss. Following the previous
work NAE [13], 256d features f is extracted from 2048d by
fully connection to perform classification and re-id loss. To
overcome the goal conflict between the classification and re-
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(a) Our proposed person searching network

(b) Hlustration of learning direction of Rols-based re-id.

Fig. 3. The architecture of the proposed person searching framework. The component in yellow is newly proposed by us. Our
proposed Backgrounds and Foregrounds Contrasting Loss Lg’fcl aims to push an Rol far away from other Rols with different

1 and backgrounds.

id, NAE [13] decomposing f into norm r and angle 6 in the
polar corrdinate system as follows:

f=r-0 (1)

where norm r is 1d value and angle 6 is a 256d unit vector. To
represent classification confidence using r € [0, +00), NAE
normalize it to |r| € [0, 1] Four losses, i.e., regression loss
Lreg, classification loss L32;_, online instance matching L3,
for re-id, and the proposed BFCL Lb ., are used in the third
head. The total learning objective function is then formulated
as,

L=ML}, + XLl + X312

reg reg

+ /\4Lcls (2)
/\5L'reg + /\GLcls + /\7Loim + )‘SLbfcl
Following the SeqNet, A\; = 10, and the others are set to 1.

B. Background and Foreground Contrastive Loss (BFCL) for
re-id

1) Traditional re-id loss: The Online Instance Matching
(OIM) loss [9] is widely used in traditional person search
methods. For a dataset with /N numbers of identity classes,
a N x 256 sized look-up table M is built and maintained to
store features for N classes. M is updated in every training
iteration by 6 as follows,

M[i] = aM i)

where the superscript ¢ denotes the ¢-th training iteration. @ €
[0,1], is the updating rate. ¢ indicates the identity class of 6.
During the whole training process. Then, the similarity s of the
current input image and N identity classes can be computed
using M. OIM loss aims to pull € close to its identity class
i and push 6 far away from other identity classes. In other
words, when the similarity between 6 and M| is high and

+ (1 —a)f 3)

the similarities between 6 and other features in M is low, the
OIM loss is small. OIM loss is defined as follows,

. exp(< 6, Mt >) /1
gZexp(< O,M>)/T

where <, > denotes cosine similarity of features, restricted
between [1,1]. M = M][i] is the i-th class that 6 belongs
to. 7 is a temperature hyper-parameter. < 6, M > is a N-
dimensional vector, indicates the similarity between € and N
identity classes.

2) The proposed BFCL loss: OIM loss can be considered
as class-based learning by pulling a feature closer to its
corresponding class feature but OIM loss did not consider the
relationship among Rols of an image. We found that Rols
from the same image contains similar background pattern, as
illustrated in Fig. 2. For example, Fig. 2(a) mainly contains
grassland, Fig. 2(b) contains grassland desert, and Fig. 2(c)
contains a stage with green light. The similar patterns lead
the Rols from the same image to be more difficult to classify.
Therefore, we explore the relationship among Rols addition-
ally to help the model learn discriminative identity features
from the foreground. The learning directions of the proposed
BFCL loss are illustrated in Fig. 3(b).

For one Rol feature 6 in an input image, the BFCL is
computed as follows,

L3

oim —

“
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bfcl |9+| Z

where U = {601, ...,0128} indicates the collection of all ToU
features in one input image. 1 indicates the positive Rols in
U that have the same class with 6. Intuitively, the above L3 fel

exp(< 6,0% >) /7.
Zexp (< 0,U >)/7.
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encourages the 6 to approach its positive Rols, and leave its
negative Rols.

III. EXPERIMENTS

The experiments are performed on two widely used datasets,
CUHK-SYSU [9] and PRW [21].

A. Datasets

1) CUHK-SYSU: CUHK-SYSU [9] contains two data
sources to diversify the scenes. The first one contains street
snaps in an urban city, which are shot by hand-held cameras.
The second data source is collected from movie snapshots,
which contain person images with large variations of view-
points, lighting, and background conditions. StreetSnap im-
ages and MovieTV screenshots. The datasets contains 18,184
uncropped images, 96, 143 person bounding boxes with 8, 432
labeled identities in total. The training set has 11,206 images,
55, 272 persons with 5, 532 different identities. The test set has
6,978 images, 40, 871 persons with 2,900 different identities.

2) PRW: PRW [21] are collected at Tsinghua university for
about 10 hours with 6 cameras. The PRW aims to simulate
real-world situations where pedestrians appear or disappear
in different cameras. The datasets contains 11, 816 uncropped
images, 43, 110 person bounding boxes with 484 labeled iden-
tities in total. Both CUHK-SYSU and PRW contain unlabeled
identities. For example. In our paper, unlabeled identities are
used in regression and classification losses but not used in
re-id and our proposed BFCL.

3) Evaluation Metrics: Same with the re-id task, two eval-
uation metrics are used to measure model performance. The
first is Mean Average Precision (mAP) (%). Another one is the
Cumulative Matching Characteristic (CMC) curve. The CMC
(%) of Top-1 is reported, which represents the probability of
top-1 ranked gallery samples containing the query identity.
Following the previous works, the detection evaluation metrics
are not used to evaluate the performance of the person search
model.

4) Implementation Details: Faster R-CNN [19] is adopt as
the backbone network, in which ResNet-50 [20] pre-trained on
ImageNet is used. The SeqNet [12] is the baseline framework
of our method. The backbone network contains the resl, res2,
res3, and res4 blocks of ResNet-50, and the output features of
res4 are used for the first prediction head. The output features
of res5 are used for the second prediction head.

The input images are resized to 900 x 1500. The batch
size is 5. The network is trained by the Stochastic Gradient
Descent (SGD) with a learning rate of 0.003 which is warmed
up during the first epoch and decreased by 10 at the 16-th
epoch. The model is trained for 20 epochs in CUHK-SYSU
and 18 epochs in PRW. The circular queue size of OIM is not
used here because the circular queue did not enhance model
performance consistently in two datasets, the experimental
results are reported in Table I. The updating rate « in Eq.(3)
and 7 in Eq.(4) are set to 0.5 and 1/3, respectively.

The experiments are performed on one NVIDIA Tesla V100
GPU with 32 GB of memory. The total training time is around
24 hours on CUHK-SYSU, and 17 hours on PRW.

B. Ablation Study

Ablation studies are performed to demonstrate the effective-
ness of the proposed BFCL and analyze the effectiveness of
different temperature values 7.

1) Effectiveness of Circular Queue (CQ): We implement
the analysis of Circular Queue (CQ) [9] on SeqNet-base
model [12]. The results are reported in Table I. Our re-
implementation of the SeqNet model without CQ is notated as
“SeqNet-base” in Table 1. Xiao et al. [9] proposed CQ to store
the features of unlabeled identities situation. They demonstrate
the effective use of CQ in their framework. However, we found
out CQ did not enhance SeqNet performance consistently in
two datasets, as reported in “SeqNet-base” and “SeqNet-base
+ CQ” in Table I. Adding CQ to SeqNet-base yields a gain
of +0.2 in mAP and +0.5 in Top-1 in CUHK-SYSU but
decreases —0.5 in mAP and —0.2 in Top-1 in PRW. Therefore,
we consider that the CQ is not a robust method and therefore
not used in our paper.

2) Effectiveness of Proposed BFCL: We implement the
analysis of our proposed BFCL on the SeqNet-base model
[12]. The results are reported in Table I. It is clear that
adding BFCL to the SeqNet-base yields consistent gain in two
datasets. Specifically, Adding BFCL to the SeqNet-base yields
a gain of 4+0.4 in mAP and +0.5 in Top-1 in CUHK-SYSU
but decreases +1.5 in mAP and 40.8 in Top-1 in PRW.

3) Comparison with Different Temperature 7. in Eq.(5):
Almost all contrastive learning-based methods [12], [22], [23]
used the temperature value and have similar effects. [24]
demonstrated that the contrastive loss is a hardness-aware loss
function, and the temperature value 7. controls the strength
of penalties on hard negative samples. Small 7, tends to
pay more attention to the hard negative samples. Large 7,
tends to pay less attention to the hard negative samples, in
other words, less sensitive to the hard negative samples. Our
person search framework performance in two datasets with
different temperatures 7. are reported in Table II. For CUHK-
SYSU, when 7. = 0.03, our framework achieves the best
results 94.0% in mAP and 94.6% in Top-1. For PRW, when
7. = 0.05, our framework achieves the best results 48.7%
in mAP and 84.4% in Top-1. Following the theory in [24],
the different optimal value of 7, in CUHK-SYSU and PRW
demonstrates that paying more attention to the hard negative
samples helps model performance in CUHK-SYSU. On the
other hand, paying less attention to the hard negative samples
helps model performance in PRW.

C. Comparison with the state-of-the-art Methods

We compare our method against state-of-the-art person
search models in CUHK-SYSU and PRW in Table III. As
the baseline of recent person search works [11]-[13], OIM
[9] is the first paper that proposed Online Instance Match-
ing (OIM) loss function to end-to-end train the re-id with
detection jointly. NAE [13] notice the end-to-end training
strategy enhance the goal conflict between detection and re-
id, therefore NAE [13] decompose feature f into norm r and
angle 6. Based on two head methods NAE, SeqNet [12] added



CUHK-SYSU PRW
Methods mAP Top-1 mAP Top-1
SeqNet-base 93.6 94.1 472 83.6
SeqNet-base + CQ 93.8 94.6 46.7 (-0.5) 83.4 (-0.2)
SeqNet-base + BFCL (proposed) | 94.0 94.6 48.7 84.4

TABLE I. Ablation experiments on CQ: Circular Queue [9] and BFCL: our proposed Background and Foreground Contrastive

Loss.
- in Eq.s) | CUHKSYSU PRW
e I =g mAP  Top-1 | mAP Top-1
0.03 940 946 | 485 841
0.05 936 942 | 487 84.4
0.10 927 935 | 479 841

TABLE II. Performance of our framework with different values of 7. in Eq.(5).

Method reference g/ill;lK-gl"zs}{ m AFF Rv’vl"op-l
OIM [9] CVPRI17 | 755 78.7 21.3 49.9
NAE [13] CVPR20 | 91.5 924 433 80.9
AlignPS [11] | CVPR21 93.1 93.4 459 81.9
SegNet [12] AAAI21 93.8 94.6 46.7 834
BFCL Ours 94.0 94.6 48.7 84.4

TABLE III. Comparison with state-of-the-art methods on two person searching datasets. The top result is highlighted in bold.

one prediction head to improve the detection accuracy for
providing high-quality Rols. Based on SeqNet, our proposed
BFCL further boosts the person search performance in both
CUHK-SYSU and PRW datasets, especially in PRW. The
consistent improvements demonstrate the necessity of mining
relationships among Rols of an image and the effectiveness of
our proposed BFCL.

IV. CONCLUSIONS

This paper introduces an end-to-end person search model
in this paper. To strengthen the re-id capability of the model,
we propose a Background and Foreground Contrastive Loss
(BFCL) which can leverage similarity relationships among
Rols to learn to distinguish similar backgrounds and fore-
grounds. Moreover, we demonstrate that the widely used
CQ can not consistently enhance our model’s performance
in two datasets. In the future, we wish to focus on two
aspects to enforce the practicability of person search in real
applications: (1) Integrating our methods into a lightweight
detection network, and (2) Integrating the proposed algorithm
in high-level video surveillance tasks.
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