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Abstract—This paper studies the fully unsupervised person
reidentification (Re-ID) problem which does not need any labeled
data to train the re-ID network. To make fully unsupervised
training possible, the model needs to generate pseudo labels.
Unlike human-labeled annotation, the generated pseudo labels
contain noisy labels. One of the best fully unsupervised methods
till now formulated person Re-ID as a multi-label classification
task. This approach only considered similarities between images
and ignore relations among the generated labels. In this paper, we
follow the multi-label classification training strategy but utilize
the generated labels as auxiliary labels to further refine the
noisy labels. The proposed approach seeks auxiliary labels by
investigating two underlying homogeneity in generated labels,
i.e. Symmetric Homogeneity (S) and Neighbor Homogeneity (N).
The network is optimized under the joint supervision of the main
pseudo label and two auxiliary labels in our proposed mutual
label learning training strategy. The experimental results confirm
the effectiveness of our discovered label homogeneities and the
proposed mutual label learning on two mainstream datasets,
Market-1501 and DukeMTMC-reID.

Index Terms—Person re-identification, fully unsupervised
learning, pseudo label prediction

I. INTRODUCTION

The person re-identification (re-ID) system aims to retrieve
images that contain the same person. Thanks to the devel-
opment of Convolutional Neural Network (CNN), supervised
person re-ID [1]–[3] achieved significant progress by training
with substantial labeled data. However, it is expensive and
time-consuming to annotate identities across multiple cameras.
Moreover, the performance of a re-ID model trained on an
existing large-scale dataset will significantly decline when it
is directly used on real-world systems because of domain
gaps. Therefore, some recent works focus on the unsupervised
person re-ID methods, which can be trained without using any
human-annotated labels.

To make unsupervised training possible, the model needs
to self-generate pseudo labels by clustering algorithm [4]–[6]
or exemplar memory-based algorithm [7], [8]. Unlike human-
annotated labels used in supervised learning, the self-generated
pseudo labels contain noisy labels that substantially hinder the
model’s capability because the network learns to extract dis-
criminative features based on these pseudo labels. Therefore,
unsupervised person re-ID performance still significantly falls
behind the supervised person re-ID.

Consequently, the key to improving the unsupervised person
re-ID model performance is to generate high-quality pseudo
labels which can represent the unlabeled data domain distribu-
tion. Several studies [5]–[8], [11]–[16] utilized unsupervised
domain adaption (UDA) which transferred knowledge from
a labeled source dataset to an unlabeled target dataset by
transfer learning, thereby learning better image representation.
The key of UDA-based methods is to reduce the domain gap
between the source and target dataset [11], [12], [21]. ECN
[8] discovered that the intra-domain information in the target
dataset is also important; thus, ECN introduced an feature
memory to enforce learning over the whole target dataset.
Although the UDA-based methods have achieved some im-
provements, UDA-based methods still need a labeled source
dataset. Inspired by the exemplar memory in ECN [8], a fully
unsupervised method MMCL [7] formulated unsupervised
person Re-ID as a multi-label classification task and achieved
good re-ID performance. MMCL did not require any manually
labeled dataset and learn re-identification information only
from unlabeled images, thus it is easily deployed to a new
scenario. ECN [8] and MMCL [7] addressed the person re-
ID problem only consider the similarities among all images
to predict pseudo labels, but ignore the underlying relations
among generated pseudo labels. Based on MMCL [7], Tang
et al. [9] leveraged neighbors information as additional refer-
ence information to ease the impact of noisy pseudo labels.
Subsequently, Multiple pseudo Labels Joint Training (MLJT)
[10] improved the quality pseduo labels by predicting multiple
pseudo labels for each image.

In fact, after the networks can roughly capture the training
data distribution and predict pseudo labels, the predicted
pseudo labels also can be served as auxiliary labels. In
this study, we mine the relations among generated pseudo
labels and use them as additional supervisions for an un-
labeled image to further refine noisy labels. We construct
an Pseudo Label Memory (PLM) for storing the up-to-date
generated pseudo labels Ŷ = {y1, y2, ..., yn} of all images in
X = {x1, x2, ..., xn}. With the help of PLM, we inquire two
auxiliary labels based on two discovered underlying relations,
i.e, Symmetric Homogeneity (S) and Neighbor Homogeneity
(N), thereby refining the main label. Figure 1 shows our
re-ID framework SNNet which optimizes the network F(·)
under the joint supervisions of main pseudo label yi and two
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Fig. 1. The framework of our proposed SNNet. The black line indicates the baseline network. Apart from the predicted main
pseudo label yi, we proposed an auxiliary module to seek auxiliary labels ysymi and ynhi as additional supervisions to optimize
the network.

auxiliary pseudo labels ysymi and ynhi . Different from training
several student networks collaboratively and mutually in deep
mutual learning [17], our proposed SNNet framework trains
one single network via labels of different samples, thereby
training different samples mutually.

Based on the above aspects, we propose a fully unsupervised
person re-ID training strategy. The contributions could be
summarized as three-fold. (1) We discovered two underlying
label homogeneity constraints in the exemplar memory-based
person re-ID method. (2) To make the network learn two label
homogeneities possible, we design an unsupervised mutual
label learning framework, which optimizes the network under
the joint supervisions of main pseudo labels and auxiliary
labels. (3) The proposed fully unsupervised person re-ID
framework SNNet shows exceptionally strong performances.

II. PROPOSED METHOD

Our proposed re-ID framework is shown in Figure 1. The
model is mainly divided into two parts: the baseline network
and the proposed auxiliary module. The baseline network is
the general exemplar memory-based re-ID network [7]. Given
a unlabeled dataset X = {x1, x2, ..., xn}, the baseline network
computes the similarity score si to seek main pseudo label yi
for each image xi ∈ X . Unlike the human-annotated label,
generated main pseudo label yi contain the noisy. To mitigate
the effects of noisy pseudo labels, we propose an auxiliary
module that seeks two auxiliary pseudo labels ysymi and ynhi

to optimize the neural network with yi jointly.

A. The Baseline Network

Given a set of unlabeled person images {x1, x2, ..., xn} ∈
X , the d-dimensional feature fi of xi are extracted by back-
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Fig. 2. The illustration of pseudo label memory (PLM). n =
5 is assumed in this figure. Ideally, yi = ysymi because of
symmetric homogeneity constrain, and yi = ynhi because of
neighbor homogeneity constrain.

bone network F(·) to form the exemplar memoryM. n is the
number of images in X . The size of M is n× d. Using M,
the cosine similarity between xi and the other image xj ∈ X
can be computed as,

si[j] = fi × f⊤
j , j = 1, ..., n. (1)

where si is an n-dimensional vector, range in [−1, 1]. Based
on si, the Memory-based Positive Label Prediction (MPLP)
[7] is used to predict the main pseudo multi-class label yi for
xi.



In each training iteration, yi is predicted and used to fine-
tune the model until convergence. The Memory-based Multi-
label Classification Loss (MMCL) [7] is used in baseline
network to directly regress similarity score si to yi as follows:

Lbaseline = ∥si − yi∥2 (2)

B. Auxiliary Module
The re-ID model trained only with yi is usually sensitive

to the noise in yi, which hinders the feature learning in
F(·). To mitigate the effects of noisy pseudo labels, we
proposed the auxiliary module, which seeks two auxiliary
labels by investigating two underlying constraints in PLM, i.e.,
symmetric homogeneity and neighbor homogeneity. Ideally,
the generated main label and two auxiliary labels should be the
same because of two homogeneity constraints. Based on them,
we design a mutual label learning training strategy to enforce
one single network mutual training with different labels.

1) Pseudo Label Memory (PLM): To mine the generated
labels relation on the whole dataset, the Pseudo Label Memory
(PLM) is first constructed in this paper for storing the up-to-
date main pseudo labels Ŷ = {y1, y2, ..., yn} of all images
in X . The PLM is notated as P , contains n slots, in which
each slot storing a n-dimensional pseudo label yi. Therefore,
the size of PLM is n× n. It is noteworthy that our proposed
PLM is different with exemplar memory M in [7], [8], M
is used to store the up-to-date features of all images in X .
An illustration of PLM is shown in Figure 2 which assumes
n = 5.

To store and inquire up-to-date labels for all images, PLM is
updated using generated yi in every training iteration through,

P[i]← yi (3)

2) Symmetric Homogeneity: Ideally, two images xi and xj

should be mutual positive samples or mutual negative samples
for each other. However, because the network is updated in
each iteration based on the input batch size, the xi and xj

might not be predicted as mutual positive or negative samples
if they are fed-forward into the network in a different iteration.
To effectively avoid the asymmetric error amplification, we
seek auxiliary symmetric label ysymi of image xi to enforce
symmetric constraint into the network via our proposed mutual
label learning strategy.

An illustration of the symmetric homogeneity of labels is
shown in Figure 2. The main pseudo label y{i|i=2} of x{i|i=2}
is save in PLM. The auxiliary symmetric label of yi is inquired
from PLM as follows,

ysymi = P[:, i] (4)

If there is no noisy pseudo labels, P is a symmetric matrices;
in other words, yi = ysymi , ideally. We utilize the symmetric
constraint of generated pseudo label yi in P to mitigate the
effects of noisy pseudo labels by also regressing similarity
score si to ysymi as follows:

Lsym =
∥∥∥si − ysym⊤

i

∥∥∥2 (5)

Algorithm 1: SNNet Algorithm
Input: xi: Input image in unlabeled dataset X

1 Initialize weighting factors λsym and λnh

2 Initialize P by identity matrix with size n× n
3 for epoch in [1, num epochs] do
4 for iter in [1, num iter] do
5 1. Predict yi for input image xi

6 2. Inquire ysymi from P based on symmetric
homogeneity

7 3. Inquire ynhi from P based on neighbor
homogeneity

8 4. Update P using predicted pseudo labels yi
9 5. Joint update F(·) by the loss function Eq. 8

3) Neighbor Homogeneity: For an image xi ∈ X , there
may have another image xe in X share same multi-class label
with xi. We aim to seek the xe and exploit its main pseudo
label ye as an auxiliary label of xi to further mitigate the
effects of noise in yi. To achieve this objective, we find the
nearest neighbors of xi according to the similarity between xi

and other images in X . The image share the highest similarity
with xi is the nearest neighbor of xi. Then, we define the
indexes of the nearest neighbor as e. Ideally, the predicted
labels of xi and its nearest neighbor xe are same. Based
on this constraint, we utilize the main label of xe as the
auxiliary neighbor label ynhi of image xi to enforce neighbor
homogeneity constraint into the network via our proposed
mutual label learning strategy. The ynhi is inquired from PLM
as follows,

ynhi = P[e] (6)

An illustration of auxiliary neighbor label ynhi is shown in
Figure 2. Apart from the yi and ysymi , We further mitigate the
effects of noisy pseudo labels by regressing similarity score
si to ynhi as follows:

Lnh =
∥∥si − ynhi

∥∥2 (7)

C. Overall Loss

Different from training several student networks collabora-
tively and mutually in deep mutual learning [17], our proposed
mutual label learning trains one single network F(·) via the
main pseudo label yi and two auxiliary labels in a collaborative
training manner.

The overall loss is the summation of Lbaseline, Lsym, and
Lnh, which combines Eq. 2, Eq. 5, and Eq. 7 and is formulated
as,

L =
1

η
(λbaseLbaseline + λsymLsym + λnhLnh) (8)

where λbase, λsym and λnh are the weighting parameters of
Lbaseline, Lsym and Lnh. η is the normalized parameter, η =
(λbase+λnh+λsym) to keep the scale of the gradient of loss
= 1.0. Our model update steps are summarized in Algorithm
1.



TABLE I. Comparison with other fully unsupervised person re-ID methods on Market-1501 and DukeMTMC-ReID Dataset.
“*”: Baseline method, reproduced by us based on the authors’ code. “↑”: Results that outperforms baseline. Results that surpass
all methods are bold.

Method Reference Market Duke
R-1 mAP R-1 mAP

CAMEL [18] ICCV17 54.5 26.3 - -
DECAMEL [19] TPAMI18 60.2 32.4 - -
BUC [4] AAAI19 66.2 38.3 47.4 27.5
DBC [20] BMVC19 69.2 41.3 51.5 30.3
SSL [22] CVPR20 71.7 37.8 52.5 28.6
MMCL* (Resnet-50) [7] CVPR20 79.1 44.1 63.6 39.0
MMCL* (OSNet) [7] CVPR20 80.3 45.0 66.3 41.9
SNNet (Resnet-50) Ours 80.2↑ 48.3↑ 66.1↑ 41.5↑
SNNet (OSNet) Ours 85.1↑ 58.3↑ 69.2↑ 46.7↑

TABLE II. Methods comparison when tested on Market-1501 and DukeMTMC-reID. Baseline: Baseline model trained with
main pseudo labels. S: Auxiliary symmetric labels ysymi . N: Auxiliary neighbor label ynhi .

Method Market-1501 DukeMTMC-reID
R-1 R-5 R-10 mAP R-1 R-5 R-10 mAP

Baseline 80.3 89.9 93.0 45.0 66.3 77.7 81.1 41.9
Baseline + S 83.8 91.3 93.8 49.0 67.5 78.5 81.8 44.1
Baseline + S + N 85.1 92.6 94.3 58.3 69.2 79.6 83.2 46.7

III. EXPERIMENTS

A. Datasets and Evaluation Metrics

Market-1501 (Market) [23] has six cameras and 32,668
person images of 1,501 identities. DukeMTMC-reID (Duke)
[24], [25] has eight cameras and 36,411 person images of
1,404 identities in total. Two evaluation metrics are used to
measure model performance. The first one is the Cumulative
Matching Characteristic (CMC) curves. The CMC represents
the probability of top-k ranked gallery samples containing the
query identity. The CMCs (%) of rank-1 (R-1), rank-5 (R-
5), and rank-10 (R-10) are reported in this paper. The second
evaluation metric is the Mean Average Precision (mAP) (%).

B. Implementation Details

The experiments are performed using one NVIDIA GeForce
Titan 1080Ti GPU with 11 GB of memory. The experiments
are implemented on PyTorch. The Resnet-50 [26] and OSNet
[1] is adopted as the backbone network. Following the previous
works [7], [8], we remove the subsequent layers after the
pooling-5 layer and add a batch normalization layer. The
backbone network is pre-trained on ImageNet [27]. During
training, the initial learning rate is 0.1. The learning rate is
divided by ten after 30 epochs. The training batch size is 128
with ResNet-50, and 64 with OSNet backbones because of the
limited memory of the GPU. The network is trained in an end-
to-end fashion by the Stochastic Gradient Descent (SGD). The
weighting parameters λsym = 1.0, λsym = 0.8 and λnh = 0.6
are set for achieving the best performance.

C. Comparison with Other Methods

As shown in Table I, we compare our proposed SNNet
with other fully unsupervised methods with ResNet-50 [26]
and OSNet [1] backbones. We do not compare our method
with the UDA-based methods, because UDA-based methods

still required a labeled source dataset which is not the fully
unsupervised method. The weighting parameters λsym = 1.0,
λsym = 0.8 and λnh = 0.6 are set in Table I for achieving
the best performance.

MMCL* [7] is the baseline approach in this letter which
is reproduced by us based on the authors’ code. Compared
to the baseline, the proposed SNNet improves the model
performance with ResNet-50 and OSNet on two datasets con-
sistently. More specifically, on DukeMTMC-reID, 2.7% Rank-
1 and 2.9% mAP improvements with ResNet-50 backbone,
and 3.1% Rank-1 and 5.2% mAP improvements with OSNet
backbone are observed. The results indicate the importance of
our proposed two label homogeneity constraints. Moreover,
the proposed SNNet achieves the best performance among the
compared methods with ResNet-50 and OSNet on Market-
1501 and DukeMTMC-reID. The superior performance with
different backbones indicates the robustness and effectiveness
of our designed mutual label learning structure.

D. Ablation Studies

In this section, we evaluate each components in SNNet by
conducting ablation studies on Market-1501 and DukeMTMC-
reID with OSNet [1] backbones.

1) Effectiveness of Mutual Label Learning: we conduct
ablation studies to investigate the effectiveness of the proposed
mutual label learning in Table II. The weighting parameters
λsym = 1.0, λsym = 0.8 and λnh = 0.6 are set in Table II
for achieving the best performance. First, we report the result
of the baseline network as “Baseline” in Table II, which not
incorporates auxiliary labels into the training. Our proposed
“Baseline + S” and “Baseline + S + N” consistently improve
the results over “baseline”, e.g., from baseline 80.3% to 85.1%
in rank-1 and 45.0% to 58.3% on Market-1501, and 66.3% to
69.2% in rank-1 and 41.9% to 46.7% on DukeMTMC-reID.
The results demonstrate the proposed mutual label learning



TABLE III. Evaluation with different values of λsym.

λsym Market-1501 DukeMTMC-reID
R-1 R-5 R-10 mAP R-1 R-5 R-10 mAP

0.0 (baseline) 80.3 89.9 93.0 45.0 66.3 77.0 81.5 41.9
0.2 81.9 90.9 93.4 47.6 66.9 77.8 82.1 42.6
0.4 82.2 91.1 93.3 49.6 67.1 77.5 80.9 43.3
0.6 82.9 90.6 93.2 49.3 67.5 78.2 82.2 43.5
0.8 83.8 91.3 93.8 49.0 67.5 78.5 81.8 44.1
1.0 83.5 91.2 93.2 50.2 66.1 77.5 81.8 42.8

TABLE IV. Evaluation with different values of λnh.

λnh Market-1501 DukeMTMC-reID
R-1 R-5 R-10 mAP R-1 R-5 R-10 mAP

0.0 (baseline) 80.3 89.9 93.0 45.0 66.3 77.0 81.5 41.9
0.2 84.8 91.7 94.1 55.7 69.2 79.8 83.0 46.1
0.4 82.8 90.6 92.8 55.2 68.6 78.5 82.2 45.7
0.6 80.1 88.7 91.9 51.7 69.1 79.7 81.8 46.2
0.8 80.3 89.3 91.6 51.4 68.8 79.5 82.5 46.0
1.0 78.5 88.2 91.1 50.5 69.1 79.8 83.3 46.7

with auxiliary labels is an effective way to improve the re-ID
model performance, and the necessity of high-quality pseudo
labels in the unsupervised person re-ID task.

2) Effectiveness of Symmetric Homogeneity: In Table III,
we compare different values of λsym by keeping λnh = 0.0
in Eq. 8 for analyzing the effect of symmetric homogeneity to
baseline network. When λsym = 0.0, the re-ID model is only
trained with main pseudo labels yi. Comparing λsym = 1.0
to λsym = 0.0, we observe 3.2% Rank-1 and 5.2% mAP
improves on Market-1501. Comparing λsym = 0.8 to λsym =
0.0, we observe 1.2% Rank-1 and 2.2% mAP improves on
DukeMTMC-reID. The improvements demonstrate the effec-
tiveness of our proposed symmetric homogeneity. We observe
that higher λsym value achieves better result on Market-
1501. Different to Market-1501, we achieve best results on
DukeMTMC-reID when λsym = 0.8 rather than λsym = 1.0
because of over-fitting.

3) Effectiveness of Neighbor Homogeneity: Table IV in-
vestigates the effect of neighbor homogeneity in our method
by varying λnh form 0.0 to 1.0 on both Market-1501 and
DukeMTMC-reID datasets. We keep λsym = 0.0 in Eq. 8
for analyzing the effect of neighbor homogeneity to baseline
network. Using auxiliary neighbor labels significantly boosts
the performance on Market-1501 and DukeMTMC-reID, e.g.,
from baseline 80.3% to 84.8% in rank-1 and 45.0% to 55.7%
on Market-1501. With the increasing of λnh, we observe
the model is very easy to over-fitting. However, Comparing
λnh = 1.0 to λnh = 0.0, we still observe improvements
on both Market-1501 and DukeMTMC-reID. The significant
improvements demonstrate the necessity of our proposed
neighbor homogeneity constraint.

IV. CONCLUSION

This paper introduces an exemplar memory-based fully
unsupervised method for person re-ID task via mining two
underlying label homogeneities, symmetric homogeneity and
neighbor homogeneity. We design a mutual label learning

framework to enforce two label homogeneities constraints into
the network training by optimizing the network under the joint
supervision of the main pseudo label and two auxiliary labels
in every training iteration. The experiment results on Market-
1501 and DukeMTMC-reID demonstrate the effectiveness of
our approach.
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