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Abstract. In recent years, pedestrian detection and tracking have sig-
nificant progress in both performance and latency. However, detecting
and tracking pedestrian human-body in highly crowded environments is
a challenging task in the computer vision field because pedestrians are
partly or fully occluded by each other. That needs much human effort for
annotation works and complex trackers to identify invisible pedestrians
in spatial and temporal domains. To alleviate the aforementioned prob-
lems, previous methods tried to detect and track visible parts of pedes-
trians (e.g., heads, pedestrian visible-region), which achieved remarkable
performances and can enlarge the scalability of tracking models and data
sizes. Inspired by this purpose, this paper proposes simple but effective
methods to detect and track pedestrian heads in crowded scenes, called
PHDTT (Pedestrian Head Detection and Tracking with Transformer).
Firstly, powerful encoder-decoder Transformer networks are integrated
into the tracker, which learns relations between object queries and im-
age global features to reason about detection results in each frame, and
also matches object queries and track objects between adjacent frames
to perform data association instead of further motion predictions, IoU-
based methods, and Re-ID based methods. Both components are formed
into single end-to-end networks that simplify the tracker to be more effi-
cient and effective. Secondly, the proposed Transformer-based tracker is
conducted and evaluated on the challenging benchmark dataset CroHD.
Without bells and whistles, PHDTT achieves 60.6 MOTA, which outper-
forms the recent methods by a large margin. Testing videos are available
at https://bit.ly/3e0PQ2d.
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1 Introduction

Pedestrian detection and tracking are fundamental tasks in visual image and
video understanding, which have attracted much attention in recent years. These
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two tasks have widely applied to many real-world applications such as surveil-
lance systems, action recognition, abnormal detection, robot navigation, human-
machine interaction, and autonomous vehicles.

In crowded scenes, pedestrian detection and tracking are challenging missions
in computer vision research due to the high density of pedestrians on the road.
The tracking performances rely on the level of crowd occlusion. When increasing
the high density of pedestrians, trackers produce mislocalized results because
a pedestrian is largely occluded with other pedestrians, and the models are
ambiguously learned to determine the boundaries of each pedestrian since the
appearance features are very identical. As a result, ambiguous learning makes
the networks generate more false positives and identity changes during tracking.
This reason causes performance degradation. Moreover, annotating pedestrian
full-body bounding boxes takes a high cost, and it is difficult to enlarge the
scalability of the model and data size. Existing methods [21,23] provide efficient
annotations only localizing visible regions of pedestrians and give us a promising
opportunity to investigate pedestrian heads detection and tracking in crowded
scenes.

Current trends in computer vision utilizing vision Transformer for visual un-
derstanding tasks such as image classification [7,14,28], object detection [5,42],
multiple object tracking [16, 22, 33, 34], object segmentation [8, 29, 35] bring
promising advantages of self-attention and cross-attention mechanisms, and gen-
eral modeling capacities. Transformer is originally designed for machine trans-
lation in natural language processing task, which achieves significant improve-
ments in modeling long-range dependencies in input data. ViT [7] was the first
method applying Transformer encoder architecture to vision tasks, which shows
its simpleness and effectiveness. To fully leverage both Transformer encoder and
decoder into the detector, DETR [5] uses self-attention blocks in Transformer
encoder to model the global image features extracted from Convolutional Neural
Networks (CNNs) backbone. And then, DETR considers a set of object queries
as a set of predictions and learns the relation between image global features
and the set of object prediction through cross-attention blocks in Transformer
decoder and Hungarian matching to reason about object categories and loca-
tions. According to DETR, this work investigate the benefits of Transformer into
pedestrian heads detection and tracking tasks, called PHDTT. Firstly, PHDTT
performs detection in the adjacent frames based on correlation learning of ob-
ject queries and image global features. Secondly, PHDTT associates detection
results between previous frame and current frame based on track queries. Each
object query indicates one object in the current current and each track query
represents one object in the previous frame. It means PHDTT considers both
detection predictions and association between frames as queries into single end-
to-end network to reason about tracking results via global Transformer. Thus,
the proposed method is simple and consistent compared to RelD-based meth-
ods [12,30,37], and motion-based methods [18, 32, 39].

We conduct and evaluate the proposed PHDTT on benchmark CroHD [23]
for pedestrian detection and tracking tasks in crowded scenes. Without bells
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and whistles, PHDTT achieves the 60.6 MOTA on the CroHD test set, which
surpasses the state-of-the-art head trackers by a large margin. It is noteworthy
that PHDTT is the first method leveraging the Transformer encoder and decoder
into pedestrian heads detection and tracking. We hope the researcher can use
our PHDTT as the baseline for improvement and comparison.

2 Related Works

The pedestrian heads detection and tracking are strongly correlated to multiple
object tracking (MOT) tasks. Hence, we briefly summarize the method-based
taxonomy of the MOT task based on milestones. Both pedestrian heads tracking
and MOT include two essential steps: detection and data association. Therefore,
we also provide a review of these two steps.

Multiple Object Tracking. In tracking literature, MOT is grouped into
two methods that are tracking by detection and detection by tracking. Firstly,
tracking-by-detection methods employ advanced object detectors [5,9,13,19, 20,
10] to improve tracking performance since data association procedure heavily
relies on detection results. Most state-of-the-art trackers [27,30,37-39] use Cen-
terNet [10] as the detector. Recent methods [18,26] utilize the single-stage object
detector RetinaNet [13] for the detection step. Due to high efficiency, some exist-
ing methods [12,30] use YOLO [19] as the detector, and ByteTrack [36] employs
the simple and effective YOLOX [9] for producing detection results. Secondly,
detection-by-tracking methods [6,41] adopt the tracking model such as single
object tracking and Kalman filter to improve detection performance.

Data association. Data association is the crucial step in MOT, matching
detection results based on similarity scores and RelD-based methods. SORT |[3],
DeepSORT [31] predicts future object location via Kalman filter and computes
the IoU scores between predicted objects and detected objects. And then, these
methods apply the Hungarian algorithm to assign each identity to each object
based on IoU cost. In the most popular methods [12,17,30,37] add a new RelD
branch to the detection network for predicting appearance features and also use
the Hungarian algorithm to perform a one-to-one assignment.

Pedestrian heads tracking. In recent years, many researchers [10,24] have
paid much attention to pedestrian full-body detection by introducing multi-
scale features, loss-based anchor assignments. However, head detection is paid
less attention by researchers and needs more investigations. Head detection has
been widely used in crowd counting and intelligent surveillance systems. Head-
Hunter [23] was the first method to solve pedestrian heads detection and tracking
in crowded environments, applying Faster R-CNN [20] for performing detection.
Since the head regions are very small, HeadHunter uses high input resolution to
detect small heads. To do that, extracted features from the backbone are up-
sampled to higher resolutions via the Context Sensitive module and transposed
convolutions. For data association, HeadHunter utilizes IoU and center distance
similarity and Hungarian matching to perform assignments between the same
targets.
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Fig. 1. The overall architecture of the proposed PHDTT. This network includes six
essential procedures: input frames, backbone, Transformer encoder, Transformer de-
coder, Object matching, and tracking outputs.

Vision Transformer. ViT [7] was the first method that brings the origi-
nal Transformer encoder from natural language processing to computer vision,
which shows the promising improvements in both modeling capacity and perfor-
mance on par with advanced CNNs. DETR [5] applies Transformer encoder and
decoder and Hungarian matching to reason about detection prediction through
the relation between object queries and image global features, which achieves
high efficiency and simple architecture.

3 The proposed method

The overall architecture of the proposed method is shown in Fig. 1. The input of
this system takes adjacent frames e.g., frame t — 1: I*~1 € R3*H>W and frame
t: It € R¥>*H*XW The input features are extracted by CNNs network, denoted
by F € R2048X35% 355 We take this feature F from stage 5 of the backbone
network, and this feature has a low resolution suitable for generating a sequence
of features. Because the model complexity of Transformer encoder and decoder
networks [5] quadratically grows with the increase of the input feature sizes.

Transformer Encoder. Firstly, the extracted feature F' is mapped from
channel 2048 to 256 by using 1 x 1 convolution and flatten to dimension S €
RNdeodﬁl, where N = 3% * % is a sequence dimension and d,04e; = 256 is
embedding dimension. Secondly, because of the flattened features, the order of
sequences is lost. Accordingly, positional encoding is supplemented with input
features to learn the relationship between sequences, followed by [25]. The core
element of the Transformer encoder is the self-attention module that models
long-range dependencies in the input sequences. The detailed architecture of the
self-attention operation and Transformer encoder are shown in Fig. 2(a) and Fig.
2(b), respectively.

Similar to [5,7,25], the proposed PHDTT creates the query matrix @, key
matrix K, and value matrix V from the feature F. And then, we linearly project
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Fig. 2. The detailed architecture of the self-attention operation (a) and Transformer
encoder (b). V, @, K are value matrix, query matrix, and key matrix. Matmul indicates
matrix multiplication. h denotes the number of self-attention blocks inside the multi-
head self-attention module. concat is concatenation oepration. FFN is feed-forward
network, contains two stacked fully-connected layers to map the low dimension dmode:
to high dimension d;,, and map back to original dimension ds,odei- IV is the number of
multi-head self-attention modules in one Transformer encoder network.

each matrix embedding to lower dimension % and the model can perform all

self-attention blocks in a parallel way. Multi-Head self-attention module includes
h self-attention blocks. In each self-attention block, we compute attention weights
defined as follows,

’ ’

QK

\/m)‘/ : (1)
TR

where Q/, K /, V' are the projected query, key, and value matrices, respectively.
The core idea of self-attention block is to learn correlation between query-key
elements through dot-product operation. Generally speaking, one query position
globally gathers all information of key positions and output which positions are
important to be emphasized in value features. After using FFN, we can model
image global features.

Transformer Decoder. The detailed architecture of the Transformer de-
coder is illustrated in Fig. 3. The main purpose of the Transformer decoder is

Attention(Q , K, V') = softmax(
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Fig. 3. The detailed architecture of the Transformer decoder. Multi-head self-attention
block is computed similar to the computation in the Transformer encoder. The main
component of the Transformer decoder is the multi-head cross-attention block that
learns the relation between image global features and combined queries.

to learn the relation between object queries vs. image global features to reason
about detecting boxes for frame ¢, track queries vs. image global features to rea-
son about tracking boxes, and object queries vs. track queries to facilitate data
association step and also improve detection task. Firstly, we generate a set of
learned object queries with dimension N responsible for predicting N objects
at frame ¢. Detected objects at the previous frame ¢ — 1 (i.e., track queries)
are combined with object queries and passed to Transformer decoder architec-
ture to model the object similarities of two adjacent frames through multi-head
self-attention. These similar features are set as query matrix in the multi-head
cross-attention module, and the image global features are set as key and value
matrices. Secondly, FFN is used to generate the final prediction with 2N bound-
ing boxes: N detecting boxes and N tracking boxes. To match objects with the
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same targets, we compute IoU scores between each paired prediction (i.e., track-
ing box vs. detecting box). If the IoU score is greater than a certain threshold,
this paired box is assigned as the positive sample otherwise. Finally, we apply
the Hungarian matching algorithm for assigning positive samples to box targets
that follow the procedure in DETR [5].

Matching algorithm. N detecting boxes, and N tracking boxes are as-
signed to ground truth boxes via Hungarian matching. The cost for the assign-
ment is linear combination of classification and localization losses, defined as,

Lmatch = )\clsccls + )\ZOC‘ClOCa (2)

where L. = —log p(c;) is a negative log-likelihood for computing classification

cost in which p(c;) denotes the probability of class ¢;. Lioe = A1 ||bi — l;i,t +

AgiouLgiou(bi e, bit) is the localization cost that is linear combination of £1 and
Lgiow €OStS. Acis, AL1, Agiou are the balancing terms.

4 Experiments

4.1 Dataset and Evaluation Metrics

We conduct and evaluate the proposed PHDTT on the challenging benchmark
dataset CroHD [23]. This dataset recorded in crowded scenarios consists of four
training videos corresponding to 5740 training frames and five testing videos
corresponding to 5723 testing frames. The average of pedestrian head density
over all videos is approximately 178 pedestrians per frame. The performances on
the test set are submitted to the evaluation system?®, and our evaluated results
under the name PHDTT are available at this link®.

For performance evaluation, the proposed method is measured by standard
metrics: Multiple Object Tracking Accuracy (MOTA) proposed by [2], the ra-
tio of correctly identified detections IDF1 [2], Higher Order Tracking Accuracy
(HOTA) defined by [15], and IDEucl [23]. Extra metrics used to evaluate all
aspects of the proposed method are Mostly tracked targets (MT), Mostly lost
targets (ML), the total number of false positives (FP), the total number of false
negatives (FN), and the number of identity switches (ID Sw.).

4.2 Implementation Details

The experiments are implemented by the deep learning Pytorch framework. The
used backbone network for feature extraction is ResNet-50 [11] pre-trained on
ImageNet dataset for weight initialization in tracking model. We train the model
on Crowdhuman [21] for 150 epochs and fine-tune the trained model on the
training set of CroHD for 20 epochs. We use the GPU Tesla V100 device with
Cuda 10.2, and CuDNN 7.6.5 to train the tracking model with batch size of 16

3 https://motchallenge.net/
4 https://motchallenge.net/results/Head_Tracking_ 21/
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Table 1. Comparison with state-of-the-art tracking methods on CroHD test set

Method HMOTA IDF1 IDEucl HOTA MT ML FP FN ID Sw.

SORT [3] 46.4 484 58.0 - 2.1 9.2 - - 649
V_10U [4] 53.4 354 343 - 34 78 - - 1,890
Tracktor [1] 58.9 385 3138 - 53 5.0 - - 3,474

HeadHunter [23]|| 57.8 53.9 54.2 36.8 31.9 19.9 51,840 299,459 4,394
Our PHDTT 60.6 479 52.6 36.1 47.1 8.0 132,714 184,215 15,004

Table 2. The detailed performance on each video of the CroHD test set

Video [[MOTA IDF1 IDEucl HOTA MT ML FP  FN 1D Sw.

HT21-11|| 79.0 63.7 655 47.8 84 4 1,485 4,620 232
HT21-12|| 72.0 576 63.1 40.7 514 11 36,824 48,584 2,352
HT21-13|| 373 249 270 20.2 192 63 66,256 60,498 19,005
HT21-14|| 68.4 59.7 551 43.4 223 59 11,514 46,604 2,551
HT21-15|| 55.1 44.3 524 33.1 91 51 16,635 23,909 4,863

and learning rate schedule followed by [5]. The number of object queries is set
to N = 500. The optimizer is AdamW to minimize the training objectives,

['training = )\clsﬁfocal + )\giouﬁgiouv (3)

where Lfocq is the Focal loss [13] for classification loss and Loy is the GIoU
localization loss.

5 Results

As shown in Table 1, our proposed PHDTT surpasses all state-of-the-art track-
ers by a large margin. Specifically, the proposed method achieves 60.6 MOTA
that outperforms SORT [3] by 14.2 MOTA, V_IOU [4] by 7.2 MOTA, Track-
tor [1] by 1.7 MOTA, and HeadHunter [23] by 2.8 MOTA. It demonstrates the
effectiveness and generalization capacity of the tracker PHDTT. The proposed
method joins both detection and association tasks into the single end-to-end net-
work that each task can help to learn another task efficiently. While all methods
treat two tasks independently, the total inference time is a sum of two tasks.
Based on detected bounding boxes, SORT [3] uses the Kalman filter to predict
future motion and the Hungarian matching algorithm to associate future pre-
dicted boxes and detected boxes. V_IOU [4] reduces the tracking fragmentation
and ID switches by combining a single object tracker into Hungarian matching,
improving the data association task. Instead of using available detection results,
HeadHunter [23] utilizes Faster R-CNN as the baseline detector. To meet the
requirement of small head sizes, Headhunter introduces a Context-Sensitive Pre-
diction Module and uses transposed convolutions to balance the high-level and
low-level features of the backbone and to upsample multi-level features to higher
spatial resolutions.
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Frame 20

Fig. 4. The qualitative results of the proposed method on the CroHD validation set
with different crowded scenes. Each number indicates each identity of each person.

Table 2 shows the detailed performances on five sequences of the CroHD test
set. Specifically, PHDTT achieves 79.0 MOTA, 72.0 MOTA, 37.3 MOTA, 68.4
MOTA, and 55.1 MOTA on video HT21-11, HT21-12, HT21-13, HT21-14, and
HT21-15, respectively. The proposed method poorly performs on the sequence
HT21-15 and HT21-13 because both videos contain the highest pedestrian den-
sity, motion blur, and crowd occlusion problem. We will consider this challenging
problem for future researches.

The qualitative results of our proposed PHDTT are shown in Fig. 4. The
visualization performances are evaluated under crowded conditions with different
scenes such as indoor, outdoor night, and day. As a result, the PHDTT model can
detect small pedestrian heads and track assigned pedestrian heads accordingly.
It is noteworthy that the proposed method only uses the single-level feature
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and does not increase the spatial resolution for detecting small objects. Thus,
our approach is efficient while HeadHunter [23] uses transposed convolution to
upsample the multi-level features to higher spatial dimensions.

6 Conclusion

This paper leverages the powerful Transformer encoder and decoder architec-
tures into pedestrian head detection and tracking tasks. The track queries and
object queries are responsible for detection predictions in adjacent frames. The
Transformer network not only extracts the long-range dependencies in image
features but also learns the object relations between frames to reason about
tracking boxes and detecting boxes. The query-key mechanism facilitates the
data association procedure since the object similarity across frames is learned
through the Transformer decoder. Integrating the matching step into the de-
tection network can improve the overall performance and enhance the model’s
capacity learning at the current frame. Without bells and whistles, the proposed
method surpasses the existing methods by a large margin, becomes the state-of-
the-art tracker. To the best of our knowledge, there are no existing methods that
apply the benefits of the Transformer encoder and decoder to solve pedestrian
head detection and tracking researches. We believe that our proposed PHDTT
can serve as the simple baseline for pedestrian head detection and tracking tasks.
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