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Abstract: Human-robot interaction drives the need for vision technology to recognize user expressions. Convolutional
Neural Networks (CNN) has been introduced as a robust facial feature extractor and can overcome classification task.
However, it is not supported by efficient computation for real-time applications. The work proposes an efficient CNN
architecture to recognize human facial expressions that consist of five stages containing a combination of lightweight
convolution operations. It introduces the efficient contextual extractor with a partial transfer module to suppress com-
putational compression. This technique is applied to the mid and high-level features by separating the channel-based
input features into two parts. Then it applies sequential convolution to only one part and combines it with the previous
separated part. A shuffle channel group is used to exchange the information extracted. The structure of the entire network
generates less than a million parameters. The CK+ and KDEF datasets are used as training and test sets to evaluate the
performance of the proposed architecture. As a result, the proposed classifier obtains an accuracy that is competitive with
other methods. In addition, the efficiency of the classifier has strongly suitable for implementation to edge devices by
achieving 43 FPS on a Jetson Nano.
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1. INTRODUCTION

Face expression is a trend of computer vision work
to recognize human facial emotions. This field is part
of nonverbal communication that uses facial gestures to
show their feelings. There are six expressions as basic
human facial expressions, including anger, disgust, fear,
happy, surprise, sad [1]. Furthermore, several other ex-
pressions can be interpreted as a combination of basic
expressions. A different pattern of facial features distin-
guishes each expression. Therefore, facial information
plays an essential role in the decision to predict facial ex-
pressions. In addition, the relationship and correlation
between facial features can also be used as knowledge
for classification. Human-Robot Interaction (HRI) uti-
lizes robot communication with users to ease a task and
support its success [2]. It maximizes the performance
of the evaluation system of robots. Human expression is
an input from the robot to recognize the user’s feelings.
Humans tend to talk and express their emotions through
the face, so the facial expression system supports HRI
performance. Moreover, implementation for robotic ap-
plications requires a real-time working vision system on
portable devices [3]. The lightweight computing system
avoids robot delays in receiving input information.

Pattern recognition technology is growing with the in-
troduction of advanced methods of facial feature extrac-
tion. Conventional methods explore the extraction of
facial color and texture to predict human facial expres-
sions [4]. Even the Local Binary Pattern (LBP) has been
applied to extract information from facial gestures [5].
However, these methods still achieve low accuracy due
to weak feature extraction. On the other hand, Convolu-
tional Neural Networks (CNN) have emerged as robust
feature extraction. It has completed various classification

tasks with complex features [6]. CNN explored the per-
formance of neural networks that predict class probabil-
ities by employing kernels of varying sizes and weights.
Then the update weight process is applied to optimize the
prediction performance by driving the actual value to ap-
proach the truth label score. VGG-16 has been present as
a reliable backbone benchmark for extracting various ob-
ject features [7]. This architecture consists of five stages
by employing 3 x 3 filters to obtain local information ex-
tracted. However, this performance is not balanced with
the computing power and the small number of parame-
ters. Thus, it requires a graphics accelerator with large
memory to work quickly and achieve real-time perfor-
mance.

An efficient CNN architecture is needed by a predictor
to work optimally on an edge device. The design strat-
egy employs convolution layers and a smaller number of
operations than usual. The efficient contextual module
is introduced as an extraction module by implementing
a partial cross transfer to save computation and parame-
ters. The architecture has the same number of stages as
VGG-16 but employs different operations, strategies, and
convolution kernels. The proposed architecture encour-
ages the classifier system to be implemented in a practical
application for facial expressions shown in Fig. 1. The
overall system requires a face detector to generate RoI
(Region of Interest) faces at the beginning of the stage. It
helps filter out extreme background and focus the classi-
fier’s performance on the face area.

Based on previous problems and reviews, the main
contributions of the work are summarized as follows:
1. A new real-time face expression classifier is build us-
ing the efficient CNN architecture.
2. The efficient contextual extractor with a segment mod-
ule to suppress computational compression and supports



Fig. 1. Real-time face expression detection system. LWFCPU face detector [8] is applied to generate the Region of
Interest (RoI) patches of the face.

real-time predictor performance. The proposed classifier
obtains competitive performance with other competitors.

2. PROPOSED ARCHITECTURE

The proposed architecture consists of five stages that
sequentially extract features. It distinguishes essential fa-
cial features to generate a relationship between their com-
ponents. In addition, it also considers the computational
efficiency of the model. Therefore, convolutional oper-
ations are minimized for practical application purposes.
The proposed model employs two 3 x 3 convolutions at
the beginning stage, as shown in Fig. 2. At this stage, it
is implemented without reducing the size of the feature
map. It assigns a 3 x 3 filter that locally works to extract
neighbor features [7]. This kernel effectively captures the
essential pixels of the face without generating rich pa-
rameters. In order to prevent overfitting at the training
stage, ReLU and Batch Normalization are followed for
each of these convolution operations [9]. ReLu is applied
as an activator to filter out negative pixel information by
converting it to zero. It helps prevent the loss of interest

features in the next layer. Batch Normalization applies
the normalization method of a set of distributed data in
each mini-batch. It increases the speed and keeps the sta-
bility of the training. Therefore, both components are a
supporting method that effectively improves the perfor-
mance of the convolution operation. On the other hand,
convolution with a single filter is applied to shrink the
feature map at each stage. Depth-wise convolution saves
the number of parameters by ignoring multiples of com-
puting the number of channels.

2.1 Efficient contextual module

Practical applications require a deep learning architec-
ture to produce low computational power. Meanwhile,
a large number of 3 x 3 convolutions will generate a
large number of parameters from a deep learning model.
Therefore, the two stages use these filters sequentially to
extract low-level features. At this stage, produce simple
features such as lines, squares, and circles. In compar-
ison, the third to fifth stages contain mid and high-level
features. Global facial features are visible and identified
in these blocks. However, the number of channels of the



Fig. 2. The proposed architecture of an efficient contextual module. it consists of five stages and applies an enhancement
module to produce specific mid and high-level features.

feature map becomes big as the size of the feature map
decreases. At this stage, it avoids applying these filters
sequentially, which will significantly increase computa-
tion. Therefore, an efficient contextual module with a
partial transfer is used to replace this convolution opera-
tion without reducing the quality of the feature extractor.
In the initial step, the input features (x) are divided into
two feature maps in a balanced number of channels as
expressed:

x = [xsn−1, xsn], (1)

where sn is the total of the shared feature maps. Then the
contextual module C(·) is applied to the partially split
input (xsn) by employing the convolution operation fol-
lowed by the enhancement module, as expressed:

C(xsn) = Att(W3(W2(W1xsn + b1) + b2) + b3). (2)

It applies the convolutional bottleneck technique by
using 1 x 1 convolution to reduce the channel size at the
beginning of the layer. Furthermore, 3 x 3 kernels were
employed to extract local features, and 1 x 1 convolution
was used to reshaping the original channel size. This ex-
tracted feature map and partial feature map (xsn−1) are
combined to enrich the information by inserting informa-
tion from the previous level features. The shuffle tech-
nique is applied to the fused layer to exchange channel-
based information. It blended the knowledge of the fea-
ture map (xsn−1) and extracted layers, as expressed:

y = shf(C(xsn)� xsn−1. (3)

An efficient contextual module with partial transfer
efficiently extracts specific features and combines them
with feature map information at the previous level. The
convolution operation explores a small number of chan-
nels, and it can save computational complexity. In addi-
tion, the attention module is used to improve the quality
of the partially extracted feature map [10].

Fig. 3. The attention contextual module.

2.2 Attention contextual module

The proposed attention module is applied to the effi-
cient contextual module to capture useful facial features.
It also enhances contextual information from essential
components of each local position. The input features
of the sequential convolution in contextual module xsn
are summarized to obtain the average features for each
channel, as expressed as follows:

ssn =WdwGAP (x
′

sn). (4)

The vectorization feature is scaled using depth-wise
convolution to adjust each of its elements. Furthermore,
it employs a sequential squeeze convolution by reducing
the number of channels at the beginning of the layer to



Table 1. Evaluation results on KDEF and CK+ dataset.
Architectures Accuracy (%)

KDEF dataset
CRC 90.24
PCRC 90.71
RCFN 90.73
RCFN(CPL) 91.11
O-FER [11] 91.42
CCFN 91.60
Multi-Model fusion [12] 93.42
Proposed 94.03

CK+ dataset
CCRNet [6] 98.14
ExpNet+Fusion 98.40
Ding et al 98.60
AM-Net [10] 98.68
Ofodile et al 98.70
MGLN-GRU [13] 99.08
Baseline+STCAM [14] 99.08
Proposed 99.02

save the number of parameters, as described:

Attsn = σ(Wv2BN(ReLU(Wv1ssn))) · x
′

sn. (5)

Proposed attention generates the probabilities of the
selected features by applying sigmoid activation (σ) at the
end of the convolution layer. The results of this weight
are used to the input features to update useful features
for facial expressions and reduce the intensity of trivial
features.

2.3 Prediction module
In general, the CNN in classification task model em-

ploys a prediction module in the head part to predict the
category of each class label. The proposed architecture
applies a flattening technique to form a vector of selected
features at the ends of the backbone layer. Then fully con-
nected is used to generate vector dimensions that match
the number of expression categories. Finally, Softmax ac-
tivation normalizes each logit score to generate the prob-
abilities for each class label.

3. IMPLEMENTATION SETUP

The proposed network is trained on KDEF and CK+
datasets with several configurations. The augmentation
technique is performed on the dataset by applying ran-
dom brightness, contrast, flip, and rotation. Each dataset
is trained at 300 epochs, and each epoch loads the overall
instance into 128 mini-batches. It uses an Adam opti-
mizer with 0.9 weight decay and 1e-7 epsilon to boost
and stabilize the weight updating performance through
the prediction error obtained from the cross-entropy func-
tion. It starts with a 0.0001 learning rate and auto-
matically updates if accuracy doesn’t increase within 25
epochs.

Fig. 4. Confusion matrix of the evaluation results on
KDEF (a) and CK+ (b) dataset.

4. EXPERIMENTAL RESULTS

This section evaluates the proposed architecture on
several datasets and analyzes the performance of an inte-
grated module in real-time application on a Jetson Nano.

4.1 Evaluation on datasets
4.1.1 KDEF (Karolinska Directed Emotional Faces)

This dataset provides different multi-view face pro-
files that are suitably used by the real-case classifier. it
contains 32-bit RGB images with 562 × 762 resolution.
Neutral, happy, angry, fear, disgust, sadness, and sur-
prise are expressions that are combined with five differ-
ent angles (full left, half left, straight, half right, and full
right profile). The proposed model achieves 94.03% ac-
curacy and outperforms other methods [11, 12], as shown
in Table. 1. This performance also shows that the pro-
posed model obtains the best accuracy when predicting
“Happy” expressions. It weakly classifies “Fear,” which
only achieves 89%, as shown by the confusion matrix in
Fig. 4(a).



Fig. 5. Qualitative results in a application of Human-robot interaction.

Fig. 6. Trainable parameters and accuracy comparison
of the proposed module with benchmark model.

4.1.2 CK+ (Extended Cohn-Kanade)
This dataset consists of 593 sequential images with

327 labeled instances. In this public dataset, the pro-
posed model takes the last three frames in each sequence
and produces a total number of 981 pictures. It contains
men and women face that provides seven standard emo-
tions, including anger, contempt, disgust, fear, happiness,
sadness, and surprise. Table. 1 shows that the proposed
model achieves an accuracy of 99.02%, it has competi-
tive performance from the best competitors [14, 15]. It
also indicates that “anger,” “happy,” and “surprise” get a
perfect performance, as shown in Fig. 4(b). On the other
hand, “contempt” obtains the lowest accuracy in some
instances, incorrectly predicting it as a “sadness” expres-
sion.

4.2 Efficiency in real-time application
The KDEF and CK+ datasets contain western and

Asian faces without invalid labels, so these datasets are
suitable to be used as knowledge bases for the real-case
classifier. Even the KDEF dataset provides various facial
poses with multi profiles. A trained model is suitably im-
plemented in Human-robot applications, as shown in Fig.
5. The six basic emotions and neutral faces are accu-
rately recognized. Additionally, A real-time application
encourages a computer vision method to work quickly.
Fig. 6 shows that the proposed module produces a smaller

Fig. 7. Speed comparison with other models on a Jetson
Nano device.

number of parameters than the mobile benchmark mod-
els. Although the VGG-16 gets the best accuracy, this
backbone generates many parameters and works slowly
on a Jetson Nano. In contrast, the proposed module only
produces 911K parameters. Furthermore, the runtime ef-
ficiency in Fig. 7 shows that it achieved 30 FPS on a
Jetson Nano, which outperformed Mobilenet (V1-V2),
Sufflenet (V1-V2), and VGG-16. It integrates the clas-
sifier module with a face detector [8], as shown in Fig.
1. These results prove that this classifier is feasible to
work in real-time and is reliable in classifying facial ex-
pressions accurately. Proposed architecture with efficient
contextual modules emphasizes parameter and computa-
tional savings. In addition, this lightweight model main-
tains the quality of feature extraction and produces high
accuracy to be applied as a classifier in the real-case ap-
plication.

5. CONCLUSIONS

This paper presents a fast real-time facial expression
classifier using a CNN-based efficient contextual module.
The efficient module uses the partial transfer approach to
split the features map into two parts and extract specific
useful features on one segment. It combines previously
separated feature maps and shuffles their channels to ex-



change information between feature maps. The attention
contextual module enhances important features and re-
duces trivial information. As a result, the evaluation of
two datasets promises that this classifier robust to predict
seven expressions and achieve competitive results. Addi-
tionally, the proposed classifier can work fast by 30 FPS
on a Jetson Nano that integrated with face detector. In
future work, the proper loss function can be improved
training performance without affecting the speed in the
inference stage.
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