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Abstract. Not only for human pose estimation but also other machine
vision tasks (e.g. object recognition, semantic segmentation, image clas-
sification), convolution neural networks (CNNs) have obtained the high-
est performance today. Besides, their performance over other traditional
networks is shown by the Attention Module (AM). Hence, this paper
focuses on a valuable feed-forward AM for CNNs. First, feed the feature
map into the attention module after a stage in the backbone network,
divided into two different dimensions, channel and spatial. After that, by
multiplication, the AM combines these two feature maps and gives them
to the next stage in the backbone. In long-range dependencies (chan-
nel) and spatial data, the network can capture more information, which
can gain better precision efficiency. Our experimental findings would also
demonstrate the disparity between the use of the attention module and
current methods. As a result, with the change to make the spatial bet-
ter, the expected joint heatmap retains the accuracy while decreasing the
number of parameters. In comparison, the proposed architecture benefits
more than the baseline by 1.3 points in AP. In addition, the proposed
network was trained on the benchmarks of COCO 2017, which is now an
open dataset.

Keywords: Deep Learning · Attention module · Spatial-Attention module ·
Human pose estimation.

1 Introduction

In today’s modern world, 2D human pose estimation performs a critical but diffi-
cult role in computer vision, which can support multiple purposes such as human
pose estimation [24, 2], activity recognition [7, 11], human re-identification [27,
13] or 3D human pose estimation [1]. The key aim of human pose is to identify
body parts for human body joints. Spatial and channel data play an impor-
tant role in making the regression of key points more precise. As a result, this
paper will focus on how to make the network learn more about the attention
information.
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Important developments in human pose have now been archived by deep
convolution of neural networks [17, 8]. However, these networks still have a lot
of issues to discuss. First of all, how to boost accuracy in different forms of net-
works (e.g., real-time network, accuracy network). Second, there is often a need
to consider the speed of the network while changing or modifying it. Last but
not least, the current network has to achieve better accuracy while maintaining
speed as fast as possible. This paper describes a novel network and the reliability
of the attention module for speed and accuracy. The proposed experiment shows
a comparison between the focus module used and not used. The experiment also
contrasts with the Simple Baseline [26] which did not use the attention mech-
anism and used the transpose convolution [3] for upsampling. Our experiment
would concentrate on how efficient and cost-effective each case for the network.

In paricular, our approach was implement based on simple fine-tune atten-
tion module [22] which shows significant improve in mean Average Precision
(mAP). Inspired by VGG16 [19], the proposed network try to improve the spa-
tial attention module (SAM) by using two 3×3 convolution layer instead of 7×7
convolution layer. By used 3×3 kernel, the network still maintain the mAP while
decrease the implementation cost. In addition, the number of parameter decrease
so the speed of our network was upgraded. To make clear about modify SAM,
our network increase 0.2 point in AP for accuracy and reduces around 1.6 per-
cent of parameters compared with the Attention mechanism baseline[22] when
used ResNet-50 [5] as a backbone network. This paper introduces a new SAM
module for the network, which can easily respond to a range of problems in
many applications, such as object recognition, image classification and human
pose estimation. The suggested approach calculates joint human pose estimates
based on the recovery of feature maps using the up-sampling network.

2 Related work

Human Pose Estimation The leading part of human pose estimation lies
in joint detection and their relationship with spatial space, which illustrates in
Fig.1. Deeppose [21], Simple baseline utilizes joints prediction thought an end
to end network with higher parameter. Later, Newell with Stacked hourglass
network [18] decreases the number of the setting while still keep high accuracy.
All of the methods used Gaussian distribution to represent local joints. Then
used a convolution neural network to estimate human pose estimation. To de-
crease the employment cost, they need to reduce the number of parameters, and
applying suitable up-sampling methods will lower the network’s parameter. So,
the proposed method used interpolation as up-sampling module.

On the other hand, to enhance the speed of the network, interpolation shows
a lot of benefits than the transpose convolution. However, in some complex and
higher cost architecture, the transpose convolution gives better accuracy. In com-
parison, our up-sampling module provides an adequate view for designing the
network, with a small number in parameter and high speed or higher parame-
ter and lower speed. Then this paper shows how up-sampling will work in each
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method and each result.
Attention mechanism: Human visualization plays an important role in com-
puter vision, and there are a variety of focus processing attempts to enhance
the efficiency of CNNs. Wang et al. [23] also suggested a non-local network to
collect long-range dependencies. Inspired by SENet [6] and Inception [20], then
SKNet [14] merged the SENet Channel Focus Module with the Inception Multi-
Branch Convolution. In addition, the Module for Spatial Focus comes from the
STN [10] suggested by Google, which aggregates the background details of the
feature maps. In addition, the attention module shows a lot of advantages for
the detection of saliency, the multi-label classification for the recognition of the
individual.

In this paper, the proposed method was inspired by CBAM network [25] to
make the effective between both channel and spatial module by using element-
wise multiplication. After that, the feature map takes an addition to the last
feature map to combine the original information and new information from the
AT module.

3 Methodology

3.1 Network architecture

Backbone network There are ResNet-101 and ResNet-50[5] in the backbone
network, as can be seen in Figure 1 for complete architecture. Every ResNet has
four blocks, including convolution layers and shortcut connections. The input
RGB picture reduces the size to 256× 192 (ResNet-50, ResNet-101), the feature
maps pass across each column block, and the resolution of W×H decreases twice
for each block. Finally, after passing along the spine, the size of the function map
is reduced to W

16 ×
H
16 with 2048 channels at the end of the spine. In addition,

the size of the channels also would be doubled for each block. It’s coming from
256 after the first block to 2048 in the last layer. The mission of the backbone
network is to collect information and feature maps from the input image and
feed it to the Up-Sampling Training System.

After extracting the information by utilized the backbone network, the up-
sampling network takes the feature map from the last layer of the backbone
network and upsampling to recover the information. Next, the feature map will
then practice with the Ground-truth Heat Maps, as is seen in Fig.1. The default
heat map size is 64×48 for 256×192 photos and 96×72 for 384×288. This heat
maps need to understand the scale of the image in order to match the size of the
feature maps in the training process. The network will use these heat maps and
the ground truth heatmap for regression to calculate the predicting main point.
For the up-sampling network, this paper uses the up-sampling module, which
contains one bilinear [16] layer and one convolution layer (in Figure 2). And
there’s an alternative to this two-layer. Batch normalization and ReLU[9] are
both within the up-sampling block. Attention Module The Attention Mech-
anism contains two major modules seen in Fig.2. First, after block one in the
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Fig. 1. Illustrating the design of the proposed human-pose estimation network. The
suggested approach split the system into two sub-networks, Backbone, and Up-
sampling. Backbone extracts a feature map while Up-sampling retrieves a feature map
for regression. In comparison, this figure indicates the description of the attention
module, which included the channel and the spatial module at the bottom of the list.

backbone network, the feature map was fed to the channel attention module
(CAM). In CAM, the feature map takes global average pooling to squeeze the
feature map from H ×W × C to 1 × 1 × C. First, it goes into the convolution
layer, which transforms the feature map to 1× 1× C

r , which r is the reduction
ratio, and r is set to 16. The CAM then used the ReLU to trigger the weight. The
final step in CAM is to use 1x1 convolution layer again to restore the channel
to 1× 1× C and use the sigmoid to normalize the feature map. After that, the
element-wise multiplication was used to merge the details for CAM.

When the feature map goes through the CAM, it will be fed into the Spatial
Attention Module (SAM). In SAM, the feature map takes the average channel
pooling from H ×W × C to H ×W × 1. After pooling, two 3×3 convolution
layers were used to extract the spatial information attribute diagram, and the
final stage in SAM is identical to the CAM that can be seen in Fig.2. Finally,
the planned approach used the element-wise extension to the initial feature map
and the feature map after AT to be merged and a new feature map for the next
block in the backbone network.

3.2 Loss Function

This paper uses heat maps to represent body joint positions for the loss function.
As the position of the ground-truth in Fig. 1 by a = {ak} k = 1K , where xk =
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Fig. 2. Architecture of Channel Attention Module (CAM) and Spatial attention Mod-
ule (SAM)

(xk, yk) is the spatial coordinate of the kth body joint in the picture. Then the
ground-truth heat map value Hk is generated from the Gaussian distribution
with the mean ak and the variance

∑
as follows.

Hk(p) ∼ N (ak,
∑

) (1)

where p ∈ R2 denotes the coordinate, and
∑

is empirically set as an identity

matrix I. Final layer of neural network predicts K heat maps, i.e., Ŝ =
{
Ŝk

}K
k=1

for K body joints. A loss function is defined by the mean square error, measured
as::

L =
1

NK

N∑
n=1

K∑
k=1

∥∥∥Sk − Ŝk

∥∥∥2 (2)

Where N is the number of samples in the training session. The network developed
predictive heat maps from ground-truth heat maps using information from the
last layer of the backbone network.

4 Experiments

4.1 Experiment Setup

Dataset. During the tests, the suggested approach used the Microsoft COCO
2017 dataset [15]. This dataset contains about 200K images and 250K human
samples, which have 17 keypoint labels for one person. The data collection of the
study included three folder train set, validation set, test-dev set, respectively,
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with training, validation and testing images. In addition, the validation and
training annotations are public and accompanied by the original.

Evaluation metrics. This paper used Object Keypoint Similarity (OKS)

for COCO[15] with OKS =

∑
i
exp(−di2/2s2k2i )δ(vi>0)∑

i
δ(vi>0)

. Here di is the Euclidean

distance between the predicted keypoint and the groundtruth while vi is the
visibility flag of the target, s is the object scale and ki is a keypoint for each
joints. Then calculate the standart average precision and recall score. In table I,
AP and AR is the average from OKS=0.5 to OKS=0.95, while APM for medium
object and APL for large object.

Implementation details In model training, the proposed approach used
data raise, such as flip, rotation at 40 degrees by design, and scale, which set the
factor at 0.3. Set the batch size to 4 and use the shuffle for training photos. The
total of the epoch is 270, while the based learning-rate at 0.001 and multiple by
0.1 (learning rate factor) at the 170-th and 200-th epoch in our experiment. The
momentum is 0.9, and the Adam optimizer[12] was used.

All experiments are implemented with Pytorch framework and testing in two
datasets. The input resolution of images resized to 256x192. The model was
trained on one NVIDIA GTX 1080Ti GPUs with CUDA 10.2 and CuDNN 7.3.

4.2 Experiment Result

Table 1. The result of using the different kernel of convolution layer in the SAM
module. 3×3 + 3×3 means using continuously two 3×3 kernel and 3×3 // 3×3 means
using two parallel 3×3 kernel

Backbone Convolution layer #Param mAP

ResNet-50 7×7 31.2M 71.4

ResNet-50 3×3 + 3×3 30.7M 71.6

ResNet-50 3×3 // 3×3 30.7M 71.5

ResNet-101 7×7 51.3M 72.3

To show clearly about performance of SAM in AT, The proposed method
compares each situation when used different convolution kernel, which show in
Table 1. The Average Precision (AP) shows that used two 3×3 convolution
kernel gain 0.2 in mAP than used 7×7 while the number of parameter decrease
1.6 percents in ResNet50.

COCO datasets result The AP in the suggested approach is greater than
the Basic benchmark in all situations of 1.3 AP, 1.1 AP in ResNet-50, ResNet-
101, respectively. The number of parameters also reduces relative to the standard
due to the variation in the up-sampling network. Although the benchmark used
transposes convolution costs a number of parameters, the proposed approach
uses bi-linear interpolation at no cost for settings. Our solution adds a new
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Table 2. Comparison on COCO TEST-DEV Dataset. AM is mean attention module,
new AM is new attention module proposed in this paper

Method Backbone Input size #Params AP AP 50 AP 75 APM APL AR

8-Stage Hourglass[18] 8-Stage Hourglass 256×192 25.1M 66.9 - - - - -

Mask-RCNN[4] ResNet-50-FPN 256×192 - 63.1 87.3 68.7 57.8 71.4 -

SimpleBaseline[26] ResNet-50 256×192 34.0M 70.4 88.6 78.3 67.1 77.2 76.3
SimpleBaseline[26] ResNet-101 256×192 53.0M 71.4 89.3 79.3 68.1 78.1 77.1
SimpleBaseline[26] ResNet-152 256×192 68.6M 73.7 91.9 81.1 70.3 80.0 79.0

Fine-tuning AM[22] ResNet-50 256×192 31.2M 71.4 91.6 78.6 68.2 75.7 76.3
Fine-tuning AM[22] ResNet-101 256×192 50.2M 72.3 92.0 79.4 68.3 77.1 77.1

Our + new AM ResNet-50 256×192 30.7M 71.7 91.8 80.3 69.0 78.2 76.9
Our + new AM ResNet101 256×192 49.7M 72.5 92.2 80.9 69.9 79.5 78.1

module (AT) but changes the up-sampling module such that the number of pa-
rameters are different. In this experiment the number of parameter was smaller
9.7 percent and 6.2 percent in case or ResNet-50, ResNet-101, respectively. Be-
sides, the average recall (AR) gain better result in case of ResNet-101 with 1.0
points higher. In all cases of Fine-tuning AM, our network gain 0.3 in mAP for
both ResNet-50 and Resnet-101.

However, as with many architectures today, human pose estimation also has
many problems that need to be tackled. The first problem being that the pictures
included unseen joints that were impossible to train and predict. Second, low-
resolution photographs of humans need to be properly extracted for human body
joints. Next, there are photos of crowd scenes, which are often hard to establish
all the locations of the joints for all participants. Finally, there is a lack of details
on photographs containing partial sections for estimating human poses.

5 Conclusion

This paper demonstrates the influence of the attention module on CNNs, and
reveals that the attention module used has a stronger effect by not changing
the number of parameters. In comparison, the Attention Module highlighted
the essential function maps instead of the other component. The network will
therefore boost efficiency, particularly for several tasks in the field of computer
vision. Future analysis is to define certain applications or environments to be
added to our study, such as the surveillance system. Another task is due to
the difficulties of human exposure assessment, which limits the precision of the
network.
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Fig. 3. Qualitative result for human pose estimation in COCO2017 test-dev set
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