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Abstract—Facial landmark detection is a fundamental re-
search topic in computer vision that is widely adopted in
many applications. Recently, thanks to the development of
convolutional neural networks, this topic has been largely
improved. This article proposes facial-landmark detector,
which is based on a state-of-the-art architecture for land-
mark localization called stacked hourglass network, to ob-
tain accurate facial landmark-points. More specifically, this
article uses residual networks as the backbone instead
of a 7 × 7 convolution layer. Additionally, it modifies the
hourglass modules by using the residual-dense blocks in
the mainstream for capturing more efficient features and
the 1 × 1 convolution layers in the branch streams for re-
ducing the model size and computational time, instead
of the original residual blocks. The proposed architecture
also enhances the features from modified hourglass mod-
ules with finer-resolution features via a lateral connection
to generate more accurate results. The proposed network
can outperform other state-of-the-art methods on the
AFLW2000-3D dataset and the LS3D-W dataset, the largest
three-dimensional (3-D face) alignment dataset to date.

Index Terms—Convolution block, convolutional neural
network (CNN), facial landmarks, stacked hourglass.

I. INTRODUCTION

R ECENTLY, many works have shown fantastic results on
even the most challenging computer vision tasks, thanks

to the advent of convolutional neural networks (CNNs) and the
development of large datasets. This article pays attention to the
facial landmark detection task, which is also known as face
alignment.

Facial landmark detection or face alignment is one of the
most heavily researched topics in computer vision over the
last decades. It is the work of detecting the locations of facial
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landmark-points, like boundaries, eyes, elbows, and mouth, in a
video or an image. As mentioned in [1], accurate facial landmark
detection can improve the efficiency of many intelligent video
systems, such as surveillance, people reidentification, facial
animation, face modeling, and eye center localization [2].

Before the advent of CNNs, techniques based on hand-crafted
features have been adopted for the task of landmark localiza-
tion. For example, human pose estimation applications were
mainly based on pictorial structures [3] and/or sophisticated
extensions [4] due to their power of modeling large appearance
changes and accommodating a wide spectrum of human poses.

Such methods have not been able to achieve the high perfor-
mance exhibited by the cascaded regression methods [5]–[8].
These methods are recognized to crumble in cases of bad ini-
tialization and large (and unfamiliar) facial poses when there is
a large in-plane rotation or a significant number of self-occluded
landmarks.

Lately, fully convolutional neural network (FCNN) architec-
tures [9] based on score-maps (also known as heat-maps) have
revolutionized the human key points detection task [10]–[14] to
produce accurate results, even for very challenging datasets [15].
Because the estimation of facial landmark and human key points
problems are quite similar, such methods can be readily applied
to the problem of facial landmark detection.

Nowadays, the task of predicting three-dimensional (3-
D) facial landmark annotation is more interesting than two-
dimensional (2-D) annotation. One main reason is that 2-D facial
landmark annotation is not always semantically consistent and
hardly preserves the 3-D structure of the human face, especially
for profile views. Conversely, 3-D annotation preserves the
correspondence across face poses. In this article, 3-D facial
landmark annotation refers to 2-D projection of the actual 3-D
landmark. But it is called the 3-D facial landmark for simplicity.
The full 3-D facial landmark can be generated from this 3-D
facial landmark by adding an extra network to predict the depth,
as in [16].

This article detects the landmark-points of all faces in an input,
which can be an image or a frame of video, by following the
top-down approach. First, a face detector, such as Dlib [17],
multitask cascaded CNN (MTCNN) [18], or Faster R-CNN
(region-based CNN) [19], is used to detect the bounding boxes of
faces inside the input. Then, the input is cropped based on these
bounding boxes to have many cropped images, each image is
corresponding to a bounding box (or a face). After that, for each
cropped image, the score-maps of all landmark-points of the
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Fig. 1. Example output of the proposed facial-landmark detector. The first left image shows the facial landmark-points generated by the max
activations across score-maps. The others show some sample score-maps of facial landmark-points (with the original image behind). From left to
right: upper lip, nose, right eye, left eyebrow, left jaw, chin, and right jaw.

Fig. 2. Architecture of the proposed facial-landmark detector. It uses ResNet-50 as backbone, combines with four modified hourglass modules
and one upsampling step to produce the score-maps for every facial landmark-points of the input face.

faces inside are generated by using the proposed facial-landmark
detector. Some samples of generated score-maps are shown in
Fig. 1. Finally, the landmarks of faces are aligned by the max
activations across the score-maps and offset of bounding boxes
on the original input image or frame.

The proposed facial-landmark detector is based on a state-
of-the-art architecture for landmark localization called stacked
hourglass network [11]. More specifically, as illustrated in Fig. 2,
this article has contributed in the following three points.

1) It uses residual networks (ResNet) [20] as the backbone
instead of a 7 × 7 convolution layer.

2) It modifies the hourglass modules by using the residual-
dense blocks in the mainstream for capturing more effi-
cient features and 1 × 1 convolution layers in the branch
streams for reducing the model size and computational
time, instead of the original residual blocks.

3) It also enhances the features from modified hourglass
modules with finer resolution features via a lateral
connection to generate high-accurate score-maps.

Based on these improvements, the proposed method achieves
state-of-the-art performances on the AFLW2000-3D dataset and
the large-scale 3-D faces in-the-wild (LS3D-W) dataset, the
largest 3-D face alignment dataset to date.

II. RELATED WORK

This section briefly introduces the related works on face detec-
tion, face alignment under two main categories (deep-learning-
based methods and hand-crafted-features-based), convolution
block design, and landmark localization.

A. Face Detection

Many face detection methods have been proposed [18], [19],
[21]–[23]. Among them, MTCNN [18] and Faster R-CNN [19]
are very well-known. Guided by the R-CNN family [24], Faster
R-CNN [25] was originally proposed for object detection task. It
consists of two steps in general. First, it generates the bounding-
box proposals based on predefined anchors that only consider the
objectness classification. After that, it crops the feature maps and
then simultaneously detects the kind of inside object and refines
the box proposals to obtain better final results. This research,
for the face detection part, uses a Faster R-CNN detector with a
ResNet-50 [20] backbone.

B. Hand-Crafted-Features-Based Methods for Face
Alignment

The tree structure part model [26] used a deformable part-
based model to model the face shape in a mixture of tree models
for doing parallel detection, landmark localization, and pose
estimation of faces in the image. Kamezi and Sullivan [27]
introduced a real-time approach for aligning the facial land-
marks with an ensemble of regression trees. The hand-crafted
features like SIFT were also used by cascade regression-based
methods [8], [28], [29] to capture the appearance of the face.
However, those methods were unable to find out models for
unrestricted faces in extreme poses. On the other hand, statistical
methods, such as constrained local models (CLM) [30] and
active appearance models [31] used HOG and SIFT [32] to
perform key points estimation by maximizing the confidence
of key-points positions in the input. Moreover, Asthana et al.
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Fig. 3. Architecture of the modified hourglass module, original residual, residual-dense, and binarized blocks. (a) Modified hourglass module.
(b) Original residual block. (c) Residual-dense block. (d) Binarized block.

[33] adopted linear regression in the CLM with a dictionary of
the probability response maps.

C. Deep-Learning-Based Methods for Face Alignment

In [34], Sun et al. adopted a cascade of CNNs to regress
the facial key-points locations. The work in [18] suggested a
multitask learning system for attribute classification and fa-
cial landmark localization. The pose invariant face alignment
method [35] used deep cascade regressors to generate the
coefficients of a 3-D to 2-D projection matrix. This method
was extended in [36] using CNNs to directly learn the dense
3-D coordinates. Merget et al. [37] detected the facial land-
marks via a fully convolutional local-global context network.
Zhu et al. [6] proposed the 3D dense face alignment
(3DDFA) method to model the depth of the face, then
fitted a dense 3-D model to the given input face im-
age via a CNN. Bulat and Tzimiropoulos [38] modified
the stacked hourglass networks [11] by using the Binarized
block to reduce computational time but still achieved better
results.

D. Convolution Block Design

He et al. [20] proposed the residual block with skip connec-
tions to create a residual mapping. The architecture of a residual
block is shown in Fig. 3(b). As illustrated, after some plain
convolution layers, the next layer gets the addition of the output
of the preceding layer and the layer which comes before that as

its input. Bulat and Tzimiropoulos [16] introduced an improved
version of the residual block that has a hierarchical parallel and
multiscale structure to improve the performance and efficiency
called a Binarized block, as shown in Fig. 3(d). This block is de-
signed to increase the receptive field size, improve gradient flow,
and have (almost) the same number of parameters as the origin.
Huang et al. [39] proposed another design called a dense block,
which connects each layer to every other layer in a feedforward
fashion. For each layer, the feature-maps of all preceding layers
are used as inputs, and its feature-map is also used as input
of all subsequent layers. This article introduces another block
architecture called the residual-dense block, which is a residual
block with a dense block inside for capturing more efficient
features. The detailed architecture of this block is described in
Section III-D.

E. Landmark Localization

Many CNN architectures, which based on the FCNN [9],
are proposed for key points localization task, such as [11] and
[38]. A state-of-the-art architecture is the stacked hourglass
network [11]. It generates the score-maps for every key point by
using a stack of eight hourglass modules. This article proposes
the modified hourglass module, which uses the residual-dense
blocks in the mainstream for capturing more efficient features
and 1 × 1 convolution layers in the branch streams for reducing
the model size and computational time, instead of the original
residual blocks.
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III. PROPOSED APPROACH

The proposed method adopts the top-down approach. From
a given input image or frame, the Faster R-CNN face detector
with ResNet-50 [20], as the backbone is used to generate the
bounding boxes for all faces inside the input. Then, the input is
cropped based on these bounding boxes to have many cropped
images, each image is corresponding to a bounding box (or a
face). After that, for each cropped image, the score-maps of all
landmark-points of the faces inside is generated by using the pro-
posed facial-landmark detector. Finally, the landmarks of faces
are aligned by the max activations across these score-maps and
the offset of bounding boxes on the original input image or frame.

A. Deep Residual Network

When the network goes deeper and deeper, the accuracy can
be saturated and then degrades rapidly. Adding more layers to
the model leads to lower accuracy. This problem is called the
degradation problem. The ResNet is proposed by He et al. [20]
to overcome this. Their solution is to add the skip connections
to create a residual mapping. The architecture of the original
residual block is shown in Fig. 3(b).

B. Facial-Landmark Detector

Fig. 2 shows the architecture of the proposed facial-landmark
detector. Unlike the original stacked hourglass networks [11]
or its variants [38], [40], which just use a 7 × 7 convolution
layer at the beginning followed by multiple hourglass modules
at stride = 4 (the resolution is 4 × 4 times lower than the input),
this proposed network uses a backbone of three first blocks of
ResNet-50 [20] to extract features of the input cropped image
at stride = 8. Then, they are passed through four modified
hourglass modules. Inspired by an excellent idea of U-net [41],
the proposed network enhances the features from modified
hourglass modules with finer resolution features via a lateral
connection. More specifically, after hourglasses, it upsamples
the spatial resolution of feature maps by a factor of 2 (using
bilinear upsampling). The upsampled map is then merged with
the corresponding bottom-up map (which undergoes a 1 × 1
convolution layer to fit channel dimension) by elementwise addi-
tion. Finally, it has an additional residual-dense block and a 1 × 1
convolution layer to output the score-maps for all key points.

The most expensive computational aspect of this system is
the hourglass modules. In case of the original stacked hourglass
networks [11] or its variants [38], [40], the hourglass modules
have stride = 4 resolution, while in the proposed network, they
have stride = 8. This means the proposed facial-landmark de-
tector can be two or three times faster in comparison with those
methods.

The upsampling step helps the proposed network generate
the stride = 4 resolution score-maps with higher quality for
landmark-points of the face inside. Some samples of generated
score-maps are shown in Fig. 1.

C. Modified Hourglass Module

Fig. 3(a) illustrates the architecture of the modified hour-
glass module. It replaces the original residual blocks with

residual-dense blocks in the mainstream to capture more
efficient information. Since the residual-dense block is quite
heavy in computation and size, it uses 1 × 1 convolution layers
in the branch streams to reduce the model size and computational
time.

D. Residual-Dense Block

Suppose a network has B blocks, each of them adopts a
nonlinear transformation Hb(·), where b indexes the block. The
output of the bth block is denoted as xb.

In the traditional convolutional networks, the input of the
(b+ 1)th block is the output of the bth block, which results
in the following block transition:

xb = Hb (xb−1) . (1)

The residual block adds a residual connection that bypasses the
Hb(·) with an identity function

xb = Hb (xb−1) + xb−1. (2)

The dense block uses the direct connections from any layer
to all subsequent layers in a block. Consequently, the �th layer
of the bth block receives the outputs of all preceding layers in
the same block x0

b, . . . , x
�−1
b as input calculated as

x�
b = H�

b

([
x0
b, x

1
b, . . . , x

�−1
b

])
(3)

where [x0
b, x

1
b, . . . , x

�−1
b ] denotes the concatenation of the

outputs of layers 0, 1, . . . , �− 1.
The residual-dense block is based on the concepts of the

residual block and dense block. This block is similar to the dense
block, except it also has a skip-connection that bypasses all L
layers in the block with an identity function

xb = Hb

([
x0
b, x

1
b, . . . , x

L−1
b

])
+ xb−1. (4)

Fig. 3(c) illustrates the architecture of the residual-dense block
used in the proposed network. The difference between this and
the block described in [42] is before every 3 × 3 convolution
layer, there is a 1 × 1 convolution layer to shrink the number of
channels, which can reduce the model size and computational
time.

IV. EXPERIMENTS

A. Dataset

The proposed network is trained on the 300W-LP-3D
datasets [6] and evaluated on two very challenging datasets for
large 3-D face alignment. They are the LS3D-W dataset [16], the
largest 3-D face alignment dataset to date, and the AFLW2000-
3D dataset [6]. An important item to note is the 3-D annotations
here are the 2-D projections of the actual 3-D facial landmarks.
The datasets just call them 3-D facial landmarks for simplicity.

1) 300W-LP-3D: 300W-LP-3D is a synthetical dataset intro-
duced in [6]. It is obtained by using the profiling method of [6]
to render the faces of the 300-W dataset [43] into larger poses,
ranging from−90◦ to+90◦. The dataset contains 61 225 images
providing 3-D landmarks annotations.
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TABLE I
MEAN AND STD OF THE NME (%) AND AUC (%) SCORES OF THE PROPOSED NETWORKS WITH DIFFERENT

KINDS OF CONVOLUTION BLOCKS: RESIDUAL-DENSE, ORIGINAL RESIDUAL [20], AND BINARIZED [38]

Bold texts denote outperformed scores.

2) LS3D-W: LS3D-W [16] is the largest 3-D face alignment
dataset to date. This dataset is constructed by reannotating
the 3-D landmarks for: the 300-W test set [43] (600 images),
the Menpo dataset [44] (8955 images), and the 300-VW
dataset [45] with a train set (95 217 images) and three test
categories: Category A (62 643 images), Category B (32 872
images), and Category C (27 245 images). It should be noted
that some images (especially from Category C) of 300-VW-3D
have very low-resolution/poor quality faces. In total, it contains
approximately 230 000 validation images.

3) AFLW2000-3D: AFLW2000-3D [6] is a dataset provided
along with 300W-LP-3D. AFLW2000-3D is built by reanno-
tating the first 2000 images of the annotated facial landmarks
in the wild (AFLW) dataset [46] with 68 3-D landmarks. The
faces in this dataset contain various expressions and illumination
conditions with large-pose variations (yaw from −90◦ to +90◦).
This dataset can be divided into three subsets: 1306 samples from
0◦ to 30◦, 462 samples from 30◦ to 60◦, and 232 samples in
[60◦, 90◦].

4) AFLW2000-3D-Reannotated: This dataset is provided by
the authors in [16] along with the LS3D-W dataset. The
AFLW2000-3D dataset is reannotated to make the ground truth
more accurate because for faces with difficult poses, the method
of [6] does not produce accurate landmarks.

B. Implementation Details

The proposed network is implemented via the MXNet frame-
work [47]. It is trained using the Adam [48] optimizer imple-
mented by MXNet on a server with an AMD Ryzen 7 3.60 GHz
CPU, 32-GB RAM, and 2 NVIDIA 1080Ti GPU devices for 50
epochs. The learning rate is 4e−5 and then decreased ten times at
epochs of 20 and 35, respectively. The parameters are initialized
by Xaviers initializer [49]. The other settings are weight decay
of 0.0001, momentum of 0.9, and batch size of 32.

1) Data Augmentation: The proposed network is trained
with random augmentation: color jittering, scale noise (from 0.5
to 1.2), blurring, flipping, and rotation (from −50◦ to +50◦).

2) Training Loss: The proposed network is trained to gen-
erate a set of score-maps, one for each landmark-point [50].
Where output centered at around the correct key-point location
is placed in a Gaussian distribution and trained using the Sigmoid
cross-entropy pixelwise loss, which is typically introduced for
detection tasks [51]. This loss is defined as

LossSigmoid =
1
K

K∑

k=1

W∑

i=1

H∑

j=1

pkij log p̂kij

+ (1 − pkij) log (1 − p̂kij) (5)

TABLE II
MEAN AND STD OF NME (%) AND AUC (%) SCORES OF THE PROPOSED
NETWORKS WITH TWO KINDS OF LOSSES: L2 LOSS AND SIGMOID LOSS

Bold texts denote outperformed scores.

where K is the number of landmark-points (K = 68 in this
article); W and H are the weight and height of the score-maps,
respectively; p̂kij denotes the predicted score-map output of the
kth landmark-point at the output pixel location (i, j); and pkij
is the corresponding ground truth at the same location.

3) Evaluation Metrics: Similar to [6] and [38], this article
uses normalized mean error (NME) and area-under-the-curve
(AUC) scores as the metrics. In the case of the NME, this article
analysis both Mean and standard deviation (StD) values (smaller
is better). The NME is defined as

NME =
1
N

N∑

n=1

‖yn − ŷn‖2

dn
(6)

where N is the number of faces in the dataset; dn is the
square-root of the ground truth bounding box, which is computed
as dn =

√
wbbox ∗ hbbox; yn denotes the ground truth landmark

for the given nth face; and ŷn is the corresponding prediction
landmark. The ‖ · ‖2 denotes the �2-norm of the matrix. The
AUC score (higher is better) is calculated based on the NME
with threshold of 7%.

C. Ablation Study

1) Different Kinds of Convolution Blocks: Table I lists the
scores of the proposed architecture with different kinds of
convolution blocks (the original residual [20], binarized [38],
and residual dense) on three datasets (Menpo-3D, 300-W-3D,
and AFLW-2000-3D-Reannotated). It is easy to see that the
network using residual-dense block achieves better scores on
both AUC and NME (Mean and StD) than the others since the
residual-dense block can capture more effective information.

2) Different Loss Function: Besides the Sigmoid cross-
entropy pixelwise loss mentioned in Section IV-B, there is an-
other kind of loss that is widely adopted in landmark localization
task called L2 pixelwise loss [50], which is defined as

LossL2 =
1
K

K∑

k=1

‖Yk − Ŷk‖2 (7)
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TABLE III
MEAN AND STD OF NME (%) AND AUC (%) SCORES OF THE STATE-OF-THE-ART METHODS AND PROPOSED NETWORK ON THE LS3D-W DATASETS

The results of 3DDFA [6], 3D-FAN [38], SAT2-CAB-3D [52], and HG2-CAB-3D [52] are obtained by running the public source code provided by the original authors. Bold texts denote
outperformed scores.

TABLE IV
MEAN AND STD OF NME (%) AND AUC (%) SCORES OF THE STATE-OF-THE-ART METHODS AND

PROPOSED NETWORK ON THE AFLW2000-3D AND AFLW2000-3D-REANNOTATED DATASETS

The results of 3DDFA [6], 3D-FAN [38], SAT2-CAB-3D [52], and HG2-CAB-3D [52] are also obtained by running the public source code provided by the original authors
(denoted by *). The results of CFSS [29] and MDM [28] are obtained from [6]. Bold texts denote outperformed scores.

where Ŷk denotes the predicted score-map of the kth landmark-
point, andYk is the corresponding ground truth score-map. Here,
the ‖ · ‖2 denotes the �2-norm of the matrix. The way to generate
ground truth score-maps is the same as Sigmoid loss.

Table II describes the scores of the proposed network trained
with two losses on three datasets: Menpo-3D, 300-W-3D, and
AFLW-2000-3D-Reannotated. The results indicate that these
two losses offer similar performance for the proposed network in
terms of AUC and Mean of NME. However, the network trained
with L2 loss is much worse than the Sigmoid loss in terms of
StD of NME.

The outputted score-maps can be considered as maps of
the probability that a pixel corresponds to the position of a
key point, with a small number of positions that have nonzero
probability. Thus, similar to the classification task, the Sigmoid
loss is better because the L2 loss gives too much emphasis to
the zero-probability positions. That is why, similar to [38], the
Sigmoid loss function is used in training the proposed network.

D. Quantitative Results

Table III describes the Mean and StD of NME and AUC
scores of the state-of-the-art methods (3DDFA [6], 3D face
alignment network (3D-FAN) [38], SAT2-CAB-3D [52], and
HG2-CAB-3D [52]) and the proposed network on the datasets
300-VW-3D (three categories), 300-W-3D, and Menpo-3D,
which are parts of the LS3D-W dataset. Because the au-
thors of those works did not report their results for these

datasets, this article validates those methods based on their
public code.

As can be seen, the proposed network outperforms the state-
of-the-art methods on the datasets except for the 300-W-3D
dataset. However, the 300-W-3D dataset is quite small with just
600 images, while the others have thousands of images.

Table IV describes the Mean and StD of NME and AUC
scores of the state-of-the-art methods and proposed network on
the AFLW2000-3D and AFLW2000-3D-Reannotated datasets.
Considering methods from [52], 3DDFA [6], and 3D-FAN [38],
the authors reported their results on the AFLW2000-3D dataset;
however, they have added some improvements in their public
code, so this article reports the results obtained from both the
article and running the public code.

As can be seen, the proposed network also outperforms the
other methods, except for 3D-FAN. It has better AUC and Mean
of NME scores, but worse in StD of NME when compared to
3D-FAN. A clear trend here is as the yaw angle increases, most
of the methods begin to degrade. This may be due to a small
number of training faces, which have a large yaw angle.

E. Qualitative Results

Some visual examples of 3-D facial landmarks detected by the
proposed method are shown in Fig. 4. As illustrated, the detected
and ground truth 3-D facial landmarks are similar in most cases.
Unfortunately, the detected landmarks are mixed up in some
complicated cases such as very low resolution, bad lighting,
more than 90◦ yaw angle rotation, and/or complex face color.
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Fig. 4. Qualitative results of the proposed facial-landmark detector. Blue: detected landmarks. Red: ground truth landmarks. The top two rows are
the examples of good results when the ground truth and detected facial landmarks are similar. The last row is the examples of the lowest accuracy
results when detected landmarks are mixed up.

This may be due to the training dataset not containing many
images with these complicated situations.

F. Runtime Analysis

Finally, this article evaluates the actual inference speeds
of the methods on a computer mentioned in Section IV-B.
The face detection part using Faster R-CNN (with 300
proposals and image size of 600 × 1000) takes 60 ms. For the
cropped image, the proposed facial-landmark detector takes
60 and 40 ms; 3DDFA takes 5 and 3 ms; methods of [52]
take 100 and 50 ms; and 3D-FAN takes 158 and 125 ms
for images sizes of 256 × 256 pixels and 128 × 128 pixels,
respectively.

As can be seen, the 3DDFA is the fastest, but it has much lower
scores than the others. The proposed method is approximately
2.5× faster than 3D-FAN, thanks to the modification mentioned
above.

To obtain a faster system, there are some quicker face de-
tectors, which can be used instead of Faster R-CNN, such as
the Dlib [17] or MTCNN [18] face detector. Another way is

replacing the ResNet-50 backbone with some smaller network
architecture like MobileNet [54].

V. CONCLUSION

This article introduced the facial-landmark detector to detect
the 3-D facial landmarks for faces in a video or an image. This
network used the ResNet-50 as the backbone, followed by four
modified hourglass modules. It modified the hourglass mod-
ules by using the residual-dense blocks in the mainstream for
capturing more efficient features, as well as 1 × 1 convolution
layers in the branch streams for reducing the model size and
computational time, instead of the original residual blocks. It
also enhanced the features from modified hourglass modules
with finer resolution features via a lateral connection to generate
higher-accuracy score-maps. The proposed method can achieve
not only higher scores, but also faster speed compared with other
state-of-the-art methods.

In the future, the Faster R-CNN and facial-landmark detector
can be combined into one system since both of them have similar
backbone, ResNet-50. Additionally, ResNet-50 can be replaced
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with some lightweight architecture like MobileNet [54] to make
the system smaller and faster so that it can be used in real-time
applications.
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